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Chapter 1

Introduction

The advent of software packages for computational and numerical simulation has produced
a profound impact on the ability of scientists and engineers to model a wide variety of
physical phenomena across a broad spectrum of disciplines. The discipline of hydrology has
leveraged these developments to the point where there currently exists a nearly overwhelming
proliferation of hydraulic and hydrologic numerical models aimed at addressing the major
engineering issues facing the hydrologic community.

Along with these standard engineering issues, South Florida faces complex problems
related to water supply deliveries, flood control and water quality management. While
tools exist to address individual water resource management needs, the complexity of south
Florida requires a comprehensive modeling tool with greater flexibility for simulating various
planning and management options, and the ability to integrate multiple disciplines into one
model (e.g., hydrology, hydraulics, ecology, and water quality).

Numerous simulation models have been developed to provide predictive application which
have included both groundwater and surface water components. Some of these models were
mainly developed as groundwater models, and then added surface water components to the
original model (e.g., Modflow), while others were developed as surface water models, and then
a groundwater component was added (e.g., MODNET). The limitation of such an approach
is that more attention is given to one component over the other (i.e., groundwater vs. surface
water), with more details included in one component while little or minimal mathematical
representation is included in the other. This modeling constraint was due to the inability
of existing technology (e.g., software matrix, computer language) to allow concurrent model
development and integration of both surface water and groundwater.

In south Florida, both groundwater and surface water components need to be equally
represented to address this unique region. In addition, a comprehensive hydraulic component
must be provided to simulate and manage numerous and different types of man-made struc-
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tures and canals in south Florida. The hydraulic component must be capable of responding
to preset rules and operations as well as to extreme weather patterns (wet/dry) that affect
competing urban, environmental and agricultural demands.

To address these needs, the South Florida Water Management District (SFWMD) is
developing the Regional Simulation Model (RSM). While this regional hydrologic model is
developed on a sound conceptual and mathematical framework, simulating a wide range of
hydrologic conditions, RSM has been developed principally for application in South Florida,
and accounts for interactions among surface water and groundwater hydrology, structure
and canal hydraulics, and management of these hydraulic components.

The RSM simulates and integrates the coupled movement and distribution of groundwa-
ter, surface water, man-made structures and network canals in south Florida. The RSM has
two principal components, the Hydrologic Simulation Engine (HSE) and the Management
Simulation Engine (MSE) (Figure 1.1). The HSE simulates natural hydrology, water control
features, water conveyance systems and water storage systems. The HSE component solves
the governing equations of water flow through both the natural hydrologic system and the
man-made structures (future versions of RSM will include water quality and system ecology)

RSM
environmental HSE MSE  management
stresses | | decisions
rainfall/ET
. monitors
Input waterbodiesF — — |~~~ 4""""_ managemen
alternative

terbodies assessor |

boundary

decision TT—
stresses i | controllers
watermovers |« | Variables
1| controllers

assessors

system performance

under management
alternative

Figure 1.1: Principal components of the RSM: a) HSE, b) MSE, ¢) HPM
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The MSE component provides a wide range of operational and management capabilities
to the HSE (Figure 1.1). The MSE is capable of simulating a wide range of management
operations for the water control features of the South Florida system. Considering that there
is not a single unique way that operations can be executed, the MSE is designed to simulate
a variety of management options including those used in the past or planned for the future
under both normal and extreme conditions.

This manual presents the theory of the Regional Simulation Model in three main sections
and several appendices. The remainder of this introductory chapter presents a brief history
of the development of the RSM, followed by an overview of model concepts, capabilities, and
features. A summary of refinement and testing efforts that have enhanced RSM development
is also provided.

Chapter two of the RSM Theory Manual describes the concepts, theory, governing equa-
tions and algorithms used in the Hydrologic Simulation Engine to numerically simulate the
hydrologic process. The concept and theory of the local hydrologic process modules (HPMs)
are also described, which provide an upper boundary condition to the integrated numerical
solution.

Chapter three presents the concepts and the theory of the Management Simulation En-
gine (MSE). In Chapter 3, different levels of management control are described to simulate
both local and regional water management options. At the higher level of management
control is the capability to assign an overall mission (e.g., unexpected or unplanned water
supply needs in a specific area within the model domain). At the lower level of control are
capabilities that will make that mission happen (e.g., release more water through a group
of structures to meet the water supply needs at that specific area). In addition, Chapter 3

describes the concepts of the decision making process and the interaction between the HSE
and MSE.

Additional background information are provided in Appendix A, regarding RSM model
philosophy, limitations and usage guidelines. Appendix B presents the shallow water overland
equations traditionally used in many existing models, while Appendix C contains a subset
of RSM referenced materials.

The RSM Theory Manual is the first of three main Regional Simulation Model Doc-
uments. The other principal documents are the Hydrologic System Engine User Manual
and the Management Simulation Engine User Manual. Many other published manuscripts,
documents and reports regarding the RSM are also available, most via the Internet.
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1.1 Brief History of Regional Modeling in South Florida

Regional simulation models have always been a key tool to manage the vast and unique
systems of south Florida. Analog models were the first generation regional modeling tools
used in south Florida. They were used for a brief period in the 1970’s to simulate steady
state groundwater flow problems. As digital computers became available, simple digital
simulation models based on principles of mass balance became popular initially. One of the
first computer models introduced to south Florida and used by the District was the Regional
Water Routing Model, also known as the POT model (Fan, 1986). It was a lumped parameter
model applied over part of the regional system simulating Lake Okeechobee and various
storage areas (e.g., conservation areas). However, the model evolved over many generations
with added capabilities to simulate processes such as evaporation and soil moisture as well
as to simulate various management options. Over time, it became clear that processes such
as canal seepage and sheet flow have to be simulated in two dimensions (x-y) to obtain
realistic results (Lin, 2003). This need resulted in the development of the South Florida
Water Management Model (SFWMM); also known as the 2X2 model (South Florida Water
Management District, 1999).

The SFWMM is the first 2-D distributed parameter model to simulate the regional
system of south Florida to determine the distribution of flow in this complex landscape.
The model simulates 2-D overland flow, groundwater flow, canal flow, canal seepage, levee
seepage, well pumping, and a substantial portion of water management activities. The
SFWMM has been used to estimate flows and water levels resulting from historical, current
and proposed management scenarios under a wide range of climatic and boundary conditions.
The SFWMM uses a 2-mile square horizontal grid spatial resolution and a one-day time step
for the computations (Figure 1.2). The model domain extends from Lake Okeechobee in
the north to Florida Bay in the south, covering an area of 7600 square miles. The selected
spatial and temporal resolutions were the optimum discretizations that were practical using
1980s’ slow computers.

The SFWMM is used to evaluate current and proposed water management protocols
and operational rules, to make planning decisions regarding significant changes to the system
while maintaining water supply, the environment, and other water needs. Over the years, the
type of structure management operations carried out within the model has become complex,
and the hard-coded sites and operational conditions of the model have become difficult to
maintain. However, the SFWMM is still a useful tool capable of performing a large number
of regional simulation functions.

The Natural System Model (NSM) is the counterpart to the SEFWMM, designed to simu-
late pre-drainage conditions (i.e., no canals or man-made structures) to assist in establishing
and maintaining water management goals, while sustaining and restoring natural systems.
The NSM covers the same area as the SFWMM and includes an additional 728 square mile
portion of Hendry County that was considered tributary to the Everglades.
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Figure 1.2: Spatial extent of SFWMM model grid (2X2 model)
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Seeing a need to modernize these two models, SFWMD began engineering a replacement
model which could accommodate the goals and objectives of both the SFWMM and NSM
models. The RSM, currently under development, is the modeling tool used to implement
both the South Florida Regional Simulation Model (SFRSM) and the Natural System Re-
gional System Model (NSRSM). These two implementations extend the boundaries of the
original models, and are being implemented using a triangular mesh (Figure 1.3).

1.2 RSM Design Requirements and Building Blocks

One of the primary goals in the development of the RSM is that its South Florida im-
plementation, SFRSM, must be both flexible and adaptable to changing conditions within
South Florida. With the expansive planned changes to South Florida drainage basins un-
der the Comprehensive Everglades Restoration Plan (CERP) ! and new water management
strategies 2, it is necessary to develop a model that can be adapted to simulate changing
and complex management strategies. It is imperative that this model be easier to use than
the South Florida Water Management Model, with shorter learning curves, improved doc-
umentation and benchmark examples. There will be no hard-coding of site or operational
conditions within the RSM or its implementations to allow maximum flexibility in model
application.

RSM development relies mainly on three building blocks, object-oriented (OO) code
design, new computational methods (i.e., grid resolution and numerical errors) and new and
efficient numerical solvers for large matrices. Without these three building blocks, RSM
could not meet the needs of south Florida.

The first area of technological contribution came from recent developments in informa-
tion technology and the use of OO code design methods. The use of extensible markup
language XML (Bosak and Bray, 1999), geographic information system (GIS) technology
and database support has allowed us to achieve a level of code flexibility and data inte-
gration that did not exist before. Object-oriented methods have been used in the past for
hydraulic model design by Solomantine (1996), Tisdale (1996), and many others. Although
OO design may have been previously considered to be outside the expertise of many hy-
drologists, the increased complexity of the hydrologic processes modeled and the need to
incorporate methods developed by professionals from many other disciplines such as biology,
hydrogeology and ecology, have changed this view.

The strong dependencies between hydrology, nutrient transport and ecology have cre-
ated a need to develop a comprehensive and integrated software package using a modular
approach. Simple models that address issues within one discipline at a time have become

"http://www.evergladesplan.org
?http://www.sfwmd.gov/org/wsd/waterreservations/index.html


http://www.evergladesplan.org
http://www.sfwmd.gov/org/wsd/waterreservations/index.html
http://www.sfwmd.gov/org/wsd/waterreservations/index.html
http://www.evergladesplan.org
http://www.sfwmd.gov/org/wsd/waterreservations/index.html
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Figure 1.3: Spatial extent of SFRSM and SFWMM model boundary and an example of grid
resolution used by both models
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inadequate for studying complex systems. The improved use of GIS support tools, OO code
design and XML language have made it possible to organize large amounts of complex data
and to model complex systems.

The mathematical foundation for RSM has been around for many years (Chow et al.,
1988; Hirsch, 1989). However, implementation of these equations was only made possible
through the advancement of certain new technologies. The second technological contribution
came from developments in computational methods. For example, the use of unstructured
meshes of variable size to simulate 2-D integrated overland and groundwater flow in irregular
shaped domains has become common (Zhao et al., 1994; Shen et al., 1997). Full and partial
integration with canal networks and lakes is now possible. In the past two decades, a number
of physically based, distributed-parameter models have emerged with such features. The
early models include MODBRANCH (Swain and Wexler, 1996), MODNET (Walton et al.,
1999), MikeSHE /Mikel1l based on Abbott et al. (1986a) and Abbott et al. (1986b), WASH123
(Yeh et al., 1998), MODFLOW-HMS (HydroGeoLogic, 2000), and models by VanderKwaak
(1999), Schmidt and Roig (1997), and Lal (1998b). The computational engines of these
models are based on solving a form of the shallow water equation for overland flow and
either the variably saturated Richards’ Equation or the fully saturated groundwater flow
equation. Inertia terms in the shallow water equations are neglected, and the solution to
the governing equations is obtained using a single global matrix. A number of features, such
as lookup tables, approximate linearization methods, and regression methods, are available
in these models to simulate structures, urban areas and agricultural areas. The choice of
features depends on the intended application of the model.

Advanced developments in numerical error analysis by Hirsch (1989) and Lal (2000)
also helped in the selection of optimal grid discretizations for integrated modeling approach.
Results of error analysis are useful in developing model meshes that produce more accurate
solutions and avoid large errors and incipient instabilities. Large-scale integration using
an implicit method is practically impossible without understanding numerical errors and
instability. Because of unconditional stability, implicit models can be run with practically
any time step regardless of whether the solution is accurate or not.

The third area of technical contribution came from a new generation of computer pack-
ages that can be used to solve large sparse systems of equations efficiently (Schenk and
Gartner, 2004; Gupta et al., 1997). It is now possible to develop implicit finite volume algo-
rithms and solve many complex equations simultaneously without iterating between various
model components. Modern solvers support parallel processing and have a variety of built-in
tools and options to achieve fast model runs. These solvers are easy to use because details,
such as matrix storage methods, are automated and transparent to the user. RSM uses
the software package PETSC (Balay et al., 2001) to solve its matrices, due to PETSC’s
advantages (e.g., it uses parallel processing, in the public domain, fast, and easy to use and
implement).
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The RSM uses advanced computational techniques and other technologies such as: object-
oriented design methods, extensible markup language(XML), geographic information system
(GIS), and a finite volume (FV) method to simulate 2-D overland and groundwater flow.
RSM uses an unstructured triangular mesh to discretize the model domain. The discretized
control volumes for surface water, groundwater, canals and lakes are treated as abstract
"waterbodies” that are connected by abstract ”watermovers.” The numerical procedure is
flexible enough to allow the use of several representations for the same equation without the
constraint of a preset single approach (e.g., Manning’s equation, flow resistance in wetlands,
or lookup tables).

An object-oriented (OO) code design is used to provide robust and highly extensible
software architecture. The object-oriented design of the RSM allows an implementation to
consist of an assembly of different water management objects that can be interchanged as
the model evolves. A weighted implicit numerical method is used to keep the model fully
integrated and stable. We conducted a limited error analysis to ensure that the results of the
implicit scheme used in the RSM falls within acceptable criteria using well posed analytical
solutions.

The RSM has been tested at a subregional scale to analyze its applicability to south
Florida conditions. For example, the HSE has been used to simulate flow in the Kissimmee
River (Lal, 1998¢c), and in the Everglades National Park (Lal, 1998b, Brion et al., 2000,
Brion et al., 2001, Senarath et al., 2001). The accuracy of the model was verified using the
MODFLOW model (McDonald and Harbaugh, 1984) and an analytical solution for stream-
aquifer interaction Lal, 2001.

1.3 Special Features and Capabilities of RSM

South Florida is a unique environment requiring specialized models to simulate regional
operations. South Florida has a complex regional hydrologic system that includes:

e Approximately 2267 of miles of primary and secondary networked canals

e A total of 263 of man-made control structures (flow)

Groundwater /seepage influence of Lake Okeechobee, a 730 square mile, relatively shal-
low lake with an average depth of 9 feet

Extreme weather patterns of rain events and frequent droughts

Water reservation needs
Highly pervious aquifers that are connected to the surficial aquifer
Considerable groundwater and overland flow interaction

Extensive wetlands systems adjacent to rapidly expanding urban areas and agricultural
sectors



CHAPTER 1. INTRODUCTION 13

e Open areas subjected to overland flow and sheet flow

e Unique sheet flow characteristics in the Everglades and the Water Conservation Areas
(i.e., extremely slow flow due to low slope, shallow depth, and the ridge and slough
vegetation affecting flow direction).

This complex system requires that the model perform quickly, offer tremendous flexibility,
and clear interpretation of input data sets. The use of modeling to assist in water supply
planning requires quick scenario changes, usually with an expected turnaround time of less
than 48 hours per simulation. Also, due to south Florida’s extreme rain events and droughts,
it is imperative that models be capable of running long-term regional simulations of 35-40
years, covering wet, dry and average rainfall conditions. Over this length of time, water
demands continue to change as the south Florida population steadily increases, land use
constantly changes as agricultural land is converted to urban use, marshes or reservoirs,
and regional operational policies change to distribute water resources fairly as competition
increases for limited water supplies. This requires both flexibility and ease of use in building
and modifying input data sets, as well as an ability to use generalized data sets to optimize
performance.

Advanced computational methods and very fast computers alone have limited success in
solving modern day problems such as these because the challenge is to model the complex-
ity of the hydrologic system, while maintaining computational efficiency and an acceptable
level of numerical errors. Consequently, more efficient computational methods, more flex-
ible computer code, better code development environments, and better code maintenance
procedures are needed to keep pace with these growing demands. The need for clean code
design, participation by multiple developers from a variety of disciplines, and regular use of
test cases to routinely check code integrity has become critical. RSM uses XML to format
input data sets, and tools are being developed to aid error-checking of these data sets. The
OO code modularity makes it easy to insert new functionality into the model. For exam-
ple, water quality and ecological modules will be added with access to the same hydrologic
data as other model components, and operational rules can be added or updated as water
management policies are revised. Output from the model can be specified in a number of
standard formats (e.g., HEC/DSS and NetCDF), allowing a quicker analysis of results using
a wide variety of tools.

The following provides a list of RSM primary hydrologic processes and capabilities:

Two-dimensional overland flow over arbitrary water bodies.

Two-dimensional or three-dimensional groundwater flow coupled to surface water bod-
ies.
One-dimensional diffusion flow in canal networks.

Independent layouts of 2-D meshes and 1-D flow networks overlapping fully or par-
tially. The model can be used to simulate overland flow, canal flow, lake flow or any
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combination of them. The model is fully integrated, and all the equations for regional
flow are solved simultaneously.

e Constant or variable storage coefficients that can describe soil storage capacity varying
with depth. The variation can be described using lookup tables.

e Various overland flow conveyance behaviors based on Manning’s equations, wetland
flow equations and look-up table type functions with values varying with depth.

e Various transmissivity functions for confined and unconfined aquifers including lookup
table type functions with values changing with depth.

e Reservoirs, or large water bodies, in full interaction with aquifers.

e Ponds or small water bodies residing within meshes but in full interaction.

e Many common types of structures, weirs, pipes, bridges etc. with more than one flow
regime. All the structure types used in National Weather Service (NWS) models and
the CASCADE model are available for use. Some of the USACE models are available
as well.

e Virtual water movers based on 1-D, 2-D, or water level difference based lookup table
functions. These water movers can move water from any water body to any other
water body controlled by state variables in a third water body. A lookup table is used
as a mapping function. A number of pumping and flood control conditions can be
simulated using these lookup tables.

e Full three-dimensional simulation of groundwater flow, with any number of layers.
Different numbers of layers can cover different parts of the horizontal domain.

e Water budget features that can track the movement of water throughout the model.

e A feature known as Hydrologic Process Modules (HPMs) that can capture a wide
variety of local hydrologic functions associated with urban and natural land use, agri-
cultural management practices, irrigation practices, and routing.

e Features capable of simulating detention storage, and unsaturated moisture within
HPMs.

1.4 Refinement and Testing of RSM

Development and application of new models can happen only because of the growth of many
scientific ideas and disciplines. Since newly developed models are expected to have capabil-
ities beyond any existing models, new developments in surface and sub-surface hydrology,
theoretical solution methods, numerical methods, software techniques, and GIS methods are
essential to make progress in model development and application. Some of the refinements
and tests that have allowed the movement from subregional to regional use of RSM include:

Determining the computational efficiencies of various algorithms.  Understanding of the compu-
tational efficiencies and run times of various solution methods is critical in the selection of
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a solution method for surface and subsurface flow. Lal (1998b) describes a comparison of
various iterative and non-iterative solution methods for the same discretization. The paper
also explains the influence of mesh resolution on model error and run time.

Estimating numerical errors associated with the solution of model application. =~ Numerical errors
are common to all numerical models. These errors have to be evaluated and considered
before accepting model results. In addition to mesh resolution, the numerical error of a
solution depends on the type of the problem solved. The error associated with dynamic
boundary conditions, for example, is different from the error associated with a pumping well
located in a single cell inside the model domain. Lal (2000) has estimated numerical errors
of the diffusion equation for problems including the steady state solution, source term (e.g.,
rainfall), point pumping, and dynamic boundary influences (e.g., tidal boundaries).

Testing implicit finite volume methods and their numerical errors. A comparison of two of the
implicit finite volume approaches is also described by Lal (1998a). Numerical error in the
fully implicit solution implemented in the RSM model, is also described in Lal (2005). The
numerical error in RSM model is equal to the numerical error of the MODFLOW model
when both are solving the linear diffusion equations using the same cell and mesh areas.

Testing and quantifying canal-aquifer interaction. Mathematical expression of canal-aquifer in-
teraction involves the solution of a fully coupled 1-D canal equation and a 2-D groundwater
flow equation. Lal (2001, 2005) showed that the solution depends on a number of dimension-
less parameter groups. Depending on the values of the dimensionless groups, canal-aquifer
interaction can be insignificant or dominant. These papers also describe analytical expres-
sions against which numerical solutions can be checked.

Identifying model parameters and their uncertainty.  Parameters of most models are under-
determined (Menke, 1989). This is mainly because it is practically impossible to collect
all the observed data needed to determine all these parameters. Even if average param-
eter values are used during regional calibrations, field observations are needed if accurate
results are expected under south Florida conditions, mainly because of the heterogeneous
limestone base, which causes sporadic and huge variability in seepage, particularly in South
Miami-Dade County (Cunningham et al., 2004). A number of dynamic field tests have been
introduced by Lal (2005) to calibrate a number of parameters under such difficult conditions.
Parameter calibration and uncertainty analysis methods are also useful in identifying param-
eter values and ranges prior to model application (see Appendix C for additional references
with details regarding some of this research).



Chapter 2

Hydrologic Simulation Engine Theory and
Concepts

2.1 HSE Concepts

The HSE simulates the physical processes in the hydrologic system, including the major
processes of water storage and conveyance driven by rainfall, potential evapotranspiration,
and boundary and initial conditions. The basic conceptualization of the HSE is coupling sets
of control volumes (waterbodies) with different forms of flow between them (watermovers)
based on the properties and state of the respective control volumes (Figure 2.1).

In the RSM, the HSE is integrally linked to the Management Simulation Engine (MSE),
which allows managed water routing between control volumes, based on different levels of
management control rules. The HSE provides hydrologic state information to the MSE,
which imposes management control on selected control volumes. This conceptualization
allows the RSM to be applied to a wide range of hydrologic systems, from natural systems
with no management intervention, to a complex system of water storage areas plus a canal
network with numerous structures operated using a sophisticated set of rules.

The RSM is implemented using the object-oriented C++ computer language, with high
level abstractions used to represent different hydrologic states in control volumes and differ-
ent forms of flow between control volumes. In the HSE two basic abstractions, ”waterbodies”
and "watermovers”, are used to represent the state within the control volume and the flux
between control volumes, respectively. Waterbodies and watermovers are central to the orga-
nizational hierarchy of the HSE. These objects allow simulation of two-dimensional overland
flow, two or three dimensional groundwater flow, canal flow and lake representation (stor-
age and flow) in an integrated system of waterbodies with watermover fluxes between the
waterbodies.

16
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Figure 2.1: HSFE representation of the hydrologic system

The development and the application of the regional simulation model are based on
a theoretical foundation that requires the consideration of a number of technical aspects
including:

1. governing equations that describe the physical processes of fluid flow

2. numerical methods useful in obtaining efficient solutions for the governing equations

3. flexible software design, such as object-oriented methods, that allow organization of
data and computational methods to solve complex problems involving irregular geome-
tries, heterogeneous materials and complicated operations.

4. established analytical tools that can be used to check if the numerical solution is
accurate and within acceptable bounds

5. theoretical guidelines to assist in the selection of time steps and cell sizes for optimiza-
tion of model performance and prediction of model accuracy

6. useful analytical tools that can be used in verifying the model

7. analytical tools to evaluate the results of a model application and determine the relia-
bility of the results based on a variety of uncertainties.

The first four considerations are important for the development of models and the last three
considerations are important for the implementation and application of models. During both
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the development and the application, it is important to have a thorough understanding of
the physical problem, governing equations, assumptions and their limitations.

2.2 Theoretical Overview

The governing equations of RSM include the equation for conservation of mass and the
equation for the conservation of momentum. In addition to these primary laws, constitutive
equations and equations of state are also used. Because a continuous medium is assumed
for the model domain, the governing equations are expressed as partial differential equations
(PDESs) and solved as initial-boundary value problems. The solution depends simultaneously
on the initial and boundary conditions. For numerical simulation purposes the continuous
medium is discretized into a finite number of points in space and solved at discrete points
in time.

In the HSE, a finite volume method is used to simulate the hydrology and the hydraulics
of the entire system. The governing equations used in the formulation are based on the
Reynolds transport theorem. Because the model functions as a result of interplay between
the control volume objects or waterbodies and the surface integral objects or watermovers,
in the HSE groundwater and overland flow are described as objects performing designated
functions under appropriate conditions. The integral form has many advantages, and is the
key to seamless integration of various flow, discretization, and land use types in the implicit
finite volume method. With this approach, various control volumes become metamorphic
objects that change according to the type of flow, such as overland flow, groundwater flow and
canal flow, without regard to the type of discretization. Parts of the surface integral become
metamorphic objects that change for overland flow, canal flow, structure flow etc. Hydrologic
process module objects and a variety of other objects are similarly metamorphic. The object-
oriented design of the model makes it possible to write one computational algorithm for all
generic flow objects eliminating the need to have separate overland flow, groundwater flow,
canal flow models, and the need to integrate the separate models. A unique feature of the
HSE is the integration of object-oriented design methodology with an implicit formulation.

This object-oriented approach is particularly useful in representing a complex system in
an integrated fashion in the model, however it differs from a more traditional approach where
overland and groundwater flow can be described using sequentially placed conditional state-
ments. In this document a mixture of traditional and more object-oriented (OO) approaches
is used to better describe the HSE to those who may not be familiar with OO methods. The
HSE is described in more detail in a traditional sense in Lal (1998b) as well as Appendix B
and in an OO approach in Lal et al. (2005), which is included in Appendix C.
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2.3 HSE Governing Equations

The finite volume method is built around governing equations in integral form. The Reynolds
transport theorem is at the core of the RSM model. Reynolds transport theorem is generally
used to describe physical laws written for fluid systems applied to control volumes fixed in
space. More recently, it has been used as a first step in the derivation of many conservative
laws in partial differential equation form (Chow et al., 1988). The Reynolds transport
theorem is expressed for an arbitrary control volume (Figure 2.2) as:

DN 0
Eza/cvﬁpdV‘F/csﬁp(E‘n)dA (2.1)

in which N = an arbitrary extensive property such as the total mass; 7 = arbitrary intensive
property, or property per unit mass such as concentration; E = flux vector; n = unit
normal vector; dV = volume element; dA = area element; cv = control volume; and cs =
control surface. Variables N and 7 can be vectors or scalars. This representation of Reynolds
transport theorem can be used to write any conservation law with the application of different
assumptions. For example, in the case of mass balance, n = 1, and in the case of momentum,
1 = ui + vj in cartesian coordinates in which u and v are the velocity components in x and
y directions.

flux

unit normal
ol k vector
contro
olume (cv) n
rV

flow out = [ (E-n)dA

Figure 2.2: An arbitrary control volume
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2.3.1 Mass Balance Equation

The mass balance equation in integral form can be written using 7 = 1 in Equation 2.1 as:

ozgt/ dv+/(E.n)dA (2.2)
in which E = ui + vj and % = 0 because mass is conserved in a Newtonian fluid system.

In the HSE the small elemental control volumes are represented by triangular prisms
or objects of any other shape, depending on the water body type and discretization used
(Figure 2.3). The first term in Equation 2.2 represents storage in the control volumes or
"waterbodies” and the second term in Equation 2.2 represents flux across control surfaces
or "watermovers”. The formulation of waterbodies and watermovers within the context of
the solution of mass balance in its integral form are described in Sections 2.4 and 2.5.

overland
flow

groundwate
flow

Eol

Eyw

cell waterbody section

flux
vector

can
n

normal sp
vector

canal waterbody

Figure 2.3: Control volumes or waterbodies used in the HSE

2.3.2 Momentum Equation

The equation of motion or the equation describing Newton’s second law is the second vector
equation necessary to describe shallow water flow. This equation is also referred to as the
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momentum equation of the St. Venant equations. It is obtained by substituting n with
E = [u,v]” in the vector form of the Reynolds transport equations.

)
F—a/chpdV—k/CSEp(V-n)dA (2.3)

in which V = [u,v]” = velocity vector for shallow water flow; F = force vector. The force

vector is expressed as

pghsSy — Ty,

in which 7,7, = components of bottom shear stress along x and y directions; S;, S, =
water surface slopes in x and y directions. The bottom shear stresses can be explained using

2
v
S pgnbijl | (2.5)
h3
n2v|V
Toy = P9 bl‘ | (26)
h3

in which h = water depth; n, = Manning’s roughness coefficient. The water surface slopes
Sy and S, are defined as

oH
oH

in which H = water level. The computation of Equation 2.3 within a numerical scheme can
be complex. In RSM, all the terms of the right hand side representing various inertia terms
are neglected for simplicity. The components of F resulting in simple equations are then
absorbed into the equation of mass balance to form the diffusion flow equations.

A number of conditions have made it possible to use the diffusion flow assumption in
south Florida under certain conditions. Lal (2001) showed that the assumption is challenged
only in the deepest portions of the Everglades when disturbances of period less than four days
are used. This calculation was carried out using the same conditions proposed by (Ponce
et al., 1978). In other shallower areas, solutions with periodic components less than four
hours can be simulated without violation of the same assumptions. Lal (2001) showed that
a mesh size of two miles or larger is appropriate under the deep sections, based on numerical
error considerations. Diffusion assumption can also becomes weak in deep canals of RSM
for the same reason. Since only long term regional effects are of interest, some of the inertia
effects giving short term dynamic response times can be irrelevant, as long as the accuracy
of the long period solution components can be maintained.
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2.4 Waterbodies Formulation

Control volumes in RSM are referred to as waterbodies. The first term on the right hand side
of Equation 2.2, 2 5 Jow dV, represents the change in storage with time of all the waterbodies
within the aggregated control volume. Calculation of the change in mass in the waterbody
over arbitrary waterbodies is facilitated by the introduction of the stage-volume relationship,
which describes the relationship between the volume of water in the waterbody and the water

head.

2.4.1 Stage-Volume (SV) Relationships Describing Waterbodies

The stage-volume (SV) relationship is obtained by manipulating the control volume term of
Equation 2.2 as follows:

9 [ dV(H)dH
ot oV = / dH E (2.10)
_ /Agdf“ (2.11)
dH
— /CUA(H)E (2.12)

in which Ay = plan area of the waterbody; fs,(H) = normalized stage-volume relationship
that applies to any of the control volumes; Ay fs,(H) = volume of water above a specified
datum of the waterbody; and A(H) = effective area of the waterbody and is defined as:

0 fso(H)

A(H) = Ag=5

(2.13)

The SV relationship is shown in Figure 2.4. It applies to 2-D overland flow, groundwater
flow, canal flow and lake flow. As shown in Figure 2.4, the term df =) hocomes 1 for overland
flow and s, for groundwater flow.

The stage-volume relationship functions make it possible to use detailed descriptions
of local stage-storage characteristics in integrated models. This feature is necessary when
the local topography is complex and in the case of special land surface characterizations in
agricultural and urban areas. The SV relationship provides water levels when the volume
in a waterbody is known and vice versa. In the case of canals, they are used to obtain the
water level when the canal geometry is known. Local topography, storage coefficient, and
other geometric information are used in the development of SV functions for 2-D cells. The
SV functions are monotonically increasing functions that can be expressed as lookup tables
developed using observed data. Some simple examples of f,,(H) are described below.
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definition of effective area A

A(H) = ApdfR)

H

overland flow

\ Qha(H) _
dH -

volume to stage
(VS)

ponded
water

fs

groundwater flow

cell waterbody

L B
H
dfw(H) _
—an - —bBL
stage to volume
segment waterbody sV)
canal segments fsv
lakes

Figure 2.4: Stage-volume relationship for cell and segment waterbodies

2.4.2 Stage-Volume (SV) Relationship for Flat Ground

The stage-volume (SV) relationship function fs,(H) for a cell is used to obtain the volume
of water in a control volume when the water head is known. This has to be a one-to-one
relationship that has a unique inverse relationship called the VS converter described next.
When the ground level is assumed horizontal, the SV relationship for a cell with a single

layered aquifer is given by:

V=A fowH) = Aisc(H—2) for H<z (2.14)
V=A fsw(H) = Aose(z —2) +Ag(H —2) for H>z (2.15)
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in which V' = volume of water in control volume or waterbody; z;, = elevation at the bottom
of the aquifer; z = elevation of the ground surface, and Ay = cell area.

2.4.3 Inverse (VS) Relationship for Flat Ground

The inverse (VS) relationship f,s(V') is used every time the head is determined for a control
volume using the volume of water in it. Since the expression for flat ground is piecewise
linear, Equations 2.14 and 2.15 can be used to obtain the following relationships:

H = fUS(XO) = z+ {Xo — S.(z — zb)} for V> Ags.(z — z) (2.16)

H= fUS(XO) — 2 for V<0 (2.17)
\%4 .

H = fvs(/TO) = z+ A5 otherwise (2.18)

2.4.4 SV Relationship for a Canal Segment

For a canal with a rectangular cross section, the relationship fs,(H) between the water
volume and the head is:

V=BL fow(H) = 0 for H<z (2.19)
V =BL f,(H) = BL(H-z) for H>z (2.20)

in which z. = elevation of canal bottom; L = length of canal segment and B = canal width.

2.5 Watermovers Formulation

The surface flux integral term of the Reynolds transport theorem [, (E-n) dA contains
the sum of all fluxes crossing the entire control surface. Because there are many types
of control volumes with many types of flux functions surrounding a given waterbody, the
surface integral is dissected and organized systematically for computational and functional
reasons (Figure 2.5). The surface integration terms are organized according to the type of
head dependency.

The surface integral is divided into a number of easily definable watermovers and source
terms forming the total surface integral. Some terms in the calculation of flux across a con-
trol surface are gradient driven while others are not. The gradient-driven terms generally fill
in the flow resistance matrix in the numerical solution. Terms that are not driven by head
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calculation of the
surface integral

watermovers source terms
gradient head pure hydrologic
driven independent sources/ process
sinks modules

uncoupled or
loosely coupled
processes

uncoupled
processes

Figure 2.5: Organization of surface integration terms

gradient are sometimes referred to as the source and sink terms because traditionally they in-
cluded rainfall, ET and other head independent terms. These terms include recharge, runoff,
irrigation, pumping and a number of other processes. Some of the terms such as pumping are
head independent. These terms are classified as pure sources and sinks. Hydrologic process
modules (HPMs) can be uncoupled or loosely coupled with head.

The sum total of all the flows entering a single control volume i can be expressed as:

Qi(H) = g(E ‘n), AA, = g ¢-(H) + S;(H) (2.21)

in which H = water head vector; ¢,.(H) = discharge across gradient driven watermover r;
S;(H) = the summation of non-gradient-driven watermovers; AA, = flow area of cell wall
r of a prismatic cell (see Figure 2.3) where AA, = hAl,; h = water depth; Al, = length of
cell wall r; wm = number of watermovers contributing to the waterbody ; n = n,i +n,j =
unit outward normal vector for the face r of the polygon; E = average flux rate across the
control surface per unit length defined as u i 4+ v j, which is also equal to —K'V H for free
surface diffusion flow or groundwater flow. The term S;(H) indicates the possibility of a
head dependency.

The gradient-driven watermover is the basic abstraction needed to transfer water between
any two waterbodies. Watermovers assist in the calculation of flow across control surfaces
in canal flow, overland flow and all other kinds of flows such as structure flow. By design,
gradient watermovers conserve mass. Some watermovers such as those for overland flow,
groundwater flow and canal flow are created implicitly based on cell and canal network
topology and geometry. Because only watermovers can move water between waterbodies,
the model can track mass balance of the system at the highest level of abstraction. In the
current diffusion flow formulation, discharge across a single watermover ¢,(H) between two
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waterbodies shown in Figure 2.6 is expressed as:

in which kg, ki, ko = values obtained as a result of linearization of the function ¢,.; H =
water head vector; Hy, Hy = water levels of control volumes 1 and 2. Discharge functions
q,(H) for various types of watermovers are described later in this section. Depending on the
types of cells or waterbodies adjacent to a particular waterbody, a variety of watermovers
may be needed to complete the surface integral around a given waterbody.

2.5.1 Overland Flow Watermover

Cordes and Putti (1996) showed the equivalence of a low-order mixed finite element method
based on RTO elements as described in Raviart and Thomas (1977) with a finite volume
method for triangles under certain conditions. Because of the equivalence, it is possible to
use an expression derived for the mixed finite element method to compute flow rates for the
finite volume method.

In the equivalent finite volume method, water levels at circumcenters are used in the
computation of flow across control surfaces. In the mixed finite element method, water
levels in triangular prisms are assumed to vary linearly, and the water level at the centroid
is the average water level.

If the Manning’s equation is used to compute flow in cells m and n, defined in Figure 2.6,
then for:

{H,, > H, and h, >0 and H, > z,}
or {H, < H, and h,>0 and H, > z,}

5

then T, = Lto— for S, > S (2.23)
%
T — n’&sﬁ for S, < S (2.24)

in which A, and n, are defined as:

he = 0.5(ho + hy) (2.25)
n, = 0.5(n, +ny,) (2.26)

H,,, H, = heads at the circumcenters; h,,, h,, = water depths at the circumcenters; z,,, 2z, =
ground elevations of cells m and n; n,,,n,, = Manning’s roughness coefficients of cells m and
n; S, = magnitude of the slope of the energy grade line and S;,; = a small slope below which
the energy slope is not allowed to go in the calculation of T},, to prevent a division by zero.
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circumcenter

Figure 2.6: Sample waterbodies with circumcenters m and n used to define variables

A value of 10713 to 1077 is used in the Everglades because these slopes are below typically
observed slopes except in deep pools of water. S, is computed using

_(H; - Hy)? (Hy, — Hy)?
S, = J A N (2.27)

in which Ad,,,, = distance between circumcenters of triangles m and n; Al, = length of wall
ry H ; and H, = the heads at nodes 7 and k, computed as weighted averages of surrounding
heads. The cell areas are used as weights in the averaging. The conditions given for Equa-
tion 2.23 and Equation 2.24 make sure that water is available at the upstream cell, and that
water doesn’t flow upstream.

Since there are many watermovers across many waterbodies, the influence of each water-
mover towards every waterbody is organized in submatrices that will be added to a global
flow resistance matrix. The submatrix is derived for each section of the control surface con-
sidering that the flow across each section r adds water to cell n and removes water from cell
m. The flow rates ¢,, and ¢, from waterbodies m and n can be related to heads H,, and H,

using:
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which can also be expressed as:
qH)=M'(H) -H (2.29)

in which M/(H) = a submatrix of the total matrix M(H). This formulation is shown in
Figure 2.7. The same information could be presented as part of pseudocode that is used in

flow through wallmover

wall r dr = Knn(Hm — Hn)
rowm —Kmn +Kin Hm _ Om
row n +Kmn —Km Hn On
S c
© ©
o o
M’ : H = q

Figure 2.7: Submatriz for a single watermover as part of total matrix

the semi-implicit formulation. Flow from a cell m to n can be written as a modification of
the following matrix elements:

M — Moy + ngif’” (2.30)
My — Moy — ngﬁfr (2.31)
M, — M, — ngif’“ (2.32)
Moy — My + T’A"Zifr (2.33)

The circumcenter-based method can be used only with acute-angled triangles (Raviart and
Thomas, 1977; Cordes and Putti, 1996). When this method is used with obtuse angled
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triangles, the circumcenter falls outside the triangle, and the numerical error tends to be
large. With rectangular cells, the method becomes equivalent to the finite difference method.

2.5.1.1 Overland Flow Watermover for Mixed Flow

When the water levels are above ground in one or both of two adjacent cells, overland
flow takes place between them. The discharge in the watermover ¢, between two adjacent
cells is computed using the circumcenter method derived for mixed finite elements (Lal,
1998¢). For mixed flow types where two adjacent cells use different types of flow equations
(e.g., Manning’s and a lookup table), flow (E - n), for control surface r in Equation 2.21 is
computed using:

o= Em), (2.34)
Hm - Hn m n m m m n
= Kmn(Hm - Hn) = Al T —— for  Hp, > H and Hy,, >z and H,, >z
Ad,y,, or H,>H, and H, >z, and H, >z,

in which H,,, H, = water levels in triangular cells m and n; d,,, = distance between
circumcenters of triangles m and n; Al = length of the wall; z,,, z, = ground elevations of
cells m and n; T, = equivalent inter block transmissivity in the overland flow layer, computed

based on the assumption that transmissivity varies linearly between circumcenters (Goode
and Appel, 1992; McDonald and Harbaugh, 1984). Variable T, is computed as:

T +1, T

T — "; for 0.995 < 2" < 1.005 (2.35)
T, =T, _

T, = ——— otherwise (2.36)
In 7=

T,, and T,, are the values for the cells defined in Equation B.9 (see Appendix B) for overland
flow. Matrix elements filled up by the overland flow watermovers are described in Lal (1998b).

2.5.2 Groundwater Flow Watermover

When simulating saturated groundwater flow with confined and unconfined aquifers, trans-
missivity of the adjacent cells is computed first. The discharge in the watermover ¢, is then

computed using:
H, —H,
gr = Al T—— (2.37)
(7 + 2

in which [,,,, [,, = the distances from the circumcenters to the wall; T, T,, = transmissivities.
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2.5.3 Canal Flow Watermover

Canal flow under the diffusion flow conditions is calculated using the following equation:

qr = (E : n)r (238)
H, —H,
= Kpo(H,, — H,)=T,—2 " for H,, > H, and H, >z, and H, >z,
Adyp, or H,>H, and H, >z, and H, >z,

in which H,,, H, = water levels in two canal segments m and n, as shown in Figure 2.8. When

canal flow
water level Hp, water mover r Hn

cell-cell interaction

cell-segment interaction
segm cell-segment ) Hn | = |0m
interaction
segn Hn On
€ c
[o)] [o)]
o o gegmeqt-segment
interaction
M’ - H = q

Figure 2.8: Canal flow calculations

simulating canal flow, a linearly varying conveyance is assumed between canal segments. The
equation for discharge between two segments m and n is the same as Equation 2.35. The
value of T, for example, for segment m is

A A
T =™ (7 2.
" lm\/ Snnb (Pm> ( 39)

wlot
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in which A,, = average canal cross sectional area of segment m; P, = average wetted
perimeter; n, = average Manning roughness coefficient and [,,, = length of a canal segment.

When simulating canal networks, each pair of segments of a canal joint is implicitly con-
sidered as a canal watermover. A canal joint with n limbs has n(n —1)/2 canal watermovers
as a result. All these watermovers have to be considered before populating the matrix. Their
summation computes the actual discharge.

2.5.4 Canal-Cell Watermover

There are two types of canal-cell watermovers, representing seepage between the canal and
the cell and representing overbank flows between the canal and the cell. Seepage between a
canal segment and a cell is described using a canal seepage watermover, where the seepage
rate ¢; per unit length of the canal is derived using Darcy’s equation as follows:

AH ko,
q = kaT = Tp(Hz - H,) (2.40)

in which k,,, = sediment layer conductivity; p = perimeter of the canal subjected to seepage;
0 = sediment thickness and AH = head drop across the sediment layer. Construction of the
submatrix created for the watermover is shown in Figure 2.9.

2.5.5 Structure Flow Watermover

Structure flow watermovers are defined using linearized structure equations or lookup tables;
A water control structure is a structure that can be used to impose management decisions
onto the flow control. Linearization of structure equations is not always easy for most of the
structures. Structure discharges are generally expressed as ¢s = ¢s(Hy, Hq, G), in which H,
and H, are upstream and downstream water levels and G = gate opening. Linearization of
the structure equations is necessary before they are used in the implicit solution method.
Such a linearization is accurate only in gradually varied flow.

Considering that ¢s = ¢s(Hu, Hg, G) can be extremely nonlinear, differential equations
with structure equations can be stiff and difficult to solve without special methods or small
time steps. As an alternative, one and two-dimensional lookup tables and regression equa-
tions are also useful in describing structure flow.

2.5.6 Head Independent Watermovers Representing Sources and Sinks

Pumping into and out of a cell is conceptualized using head independent watermovers. In
the flux calculation described in (Equation 2.21), this is described using the term S;. These
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Figure 2.9: Matriz elements for canal-aquifer interaction

terms can also be considered as source and sink terms. If water is pumped at a known rate
p(t) into a cell i described by a time series data set, the source term for cell i is expressed
as:

S; = p(t) (2.41)

The case of management-driven pumping or diversion, the hydrologic process modules (HPMs)
take care of the calculation of p(t). HPMs are described in greater detail in Section 2.6 and
in Appendix C.5.
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2.6 Hydrologic Process Module (HPM) Formulation

Hydrologic process modules are activated at the beginning of each model time step. They
are designed to simulate the effects of local hydrology on the regional system. The local
hydrology depends on the local land use, water use and water management practices. Differ-
ent land use types have different hydrology, water storage properties and generate different
recharge and, therefore, different hydrologic responses. Hydrologic Process Modules (HPMs)
are used to separate the complexities of the natural and managed flow processes associated
with local hydrology and simulate rainfall, ET, infiltration, percolation, seepage, unsatu-
rated subsurface flow, irrigation, urban water use, stormwater detention and surface water
management practices of the natural and managed landscapes from the regional system. In
the simple form or the complex form, the HPMs are an integral part of the HSE within RSM.
At a minimum they simulate precipitation and evapotranspiration to calculate recharge to
the saturated flow in the regional solution.

Physical processes that take place at a local scale are generally rapid. As a result,
reasonable assumptions can be made to simulate some of these processes within the control
volume. The net effects of the local hydrologic processes are accumulated and applied on
the regional system using HPMs.

The HPMs contain storage, routing and simple interchange mechanisms to simulate the
processes mentioned above. The recharge R,qg, irrigation @, and runoff Q,, are applied
to the regional system using the S; term described in Equation 2.21. They are computed
separately for each cell with a new land use type. The equation for mass balance is used to
compute recharge during each time step. This equation can be in a very simple form or a
very complex form as follows:

AS =P—-ET - evap — chhg + Qirr + Qws - Rro - Qsew - Qsep - Qseep - Sdet (242>

in which AS = change in storage (water content) in HPM; P = precipitation; ET = actual
evapotranspiration; evap = evaporation from interception, surface detention and bare soil;
R,chg = recharge; @, = irrigation; Q,,s = urban water supply; R,, = runoff; Qs.,, = sewage
discharge; (s, = water discharged to onsite disposal systems; (Qse, = Water lost through
seepage; and Sg; = water stored in stormwater detention systems. Some of the optional
terms may not be applicable to some of the processes.

In the HSE, computation of each term in Equation 2.42 is carried out within each HPM
of each respective mesh cell. The source and sink terms from Equation 2.42 allow a variety
of processes to be simulated in HPMs. These processes affect the storage of water and the
distribution of water applied to the cell.

The HPMs are developed for various land use types, land management and water man-
agement practices. The HPM structure provides the capability to apply different hydrologic
processes for the local hydrology of each cell. More details on HPMs can be found in Flaig



CHAPTER 2. HYDROLOGIC SIMULATION ENGINE THEORY AND CONCEPTS 34

et al. (2005), which is provided in Appendix C.5.

2.6.1 Simple HPM

In the simplest case, the HPM processes rainfall and evapotranspiration (Figure 2.10). The
ET rate is determined by a crop adjustment coefficient, ET' = K.+ PET, in which K. is a
function of water table depth. Some examples of simple HPMs include:

Natural Wetland System <layerlnsm>
Five Unsaturated Soil Layer <layer5>
Unsaturated Soil <unsat>

No Action <layerpc>

2.6.2 Complex HPM

HPMs provide the opportunity to apply complex processes to the local hydrology. These
processes include irrigation, stormwater detention, unsaturated water flow, and impervious
land hydrology (Figure 2.11). These HPMs contain several parameters that describe surface
water management practices and affect water storage as well as demand and discharge. Some
examples of complex HPMs include:

Precipitation Runoff Routing <prr>
Agricultural Irrigation Requirements <afsirs>
Drainage Collector Ditch <pumpedditch>
Agricultural Impoundment <agimp>
Multi-Basin Routing <mbrcell>

Impervious Land <imperv>

Consumptive Use <cu>

Urban Detention <urbandet>

2.6.3 HPM Hubs

Hubs are used to combine a number of complex capabilities of HPMs. The HPM hub provides
the capability of applying water supply demand and runoff to specific locations in the mesh
and network for a group of cells (Figure 2.12). This capability is useful where there is a
large urban development that is serviced by a single public water supply well (PWS) or has
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Figure 2.10: Simple Hydrologic Process Module with no internal storage.
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Figure 2.11: Complex Hydrologic Process Module with multiple internal processes including soil
water storage. The outflows are directed to the homecell in this example.
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a single runoff. The PWS may be located considerably distant from the hub. The runoff
and irrigation from the HPM within a hub may be directed to any mesh cell or segment.
The recharge from the hub is directed uniformly to the cells below the footprint of the Hub.

The Hub may consist of a single HPM type or a combination of HPM types. In a single
HPM implementation, all of the land in the footprint of a hub is assigned to a single HPM
type. It is also possible to assign several HPM types to the Hub based on the percent of
the area of that land use type within the Hub. For example, an urban development Hub
could consist of 20 percent impervious land, 40 percent pervious land, 30 percent golf course
and 10 percent stormwater detention pond. The Hub allows runoff to be routed among the
HPM types (i.e., runoff from impervious could be routed to pervious, then to the detention
pond, and then off site). Similarly, the demand could be routed from offsite to the detention
pond, and then to the golf course. The recharge to each homecell coincident with the Hub
footprint would have the area-weighted average recharge of all landuse types in the Hub.

Although the volume of water calculated for runoff, recharge or water supply may be
affected by the cell head, the HPMs are not a direct function of the cells heads and are not
directly coupled to the cell heads.

2.7 Assembly of all Waterbodies

The equation of mass balance in integral form written for one control volume is:

0
Ly - —/ (E-n) dA (2.43)
at Ccv CS
This can be written for all the finite volume cells in vector form as:
dH
A(H) - 0 = g, (1) + 8(H) (2.44)
in which H = [H,, Hy,... H,,... Hy]? = a vector containing average heads in all cells,

segments and lakes in some recognizable order; qs(H) = [g.(H), qs2(H), ... qs_wp(H)]T;
¢si(H) = vector containing the summation of flow entering waterbody described in Equa-
tion 2.21; S(H) = the source term in vector form; A(H) = a diagonal matrix whose elements
A(m,m) are the effective cell areas A,, in the case of a cell m described in Equation 2.13;
S(H) = vector containing all source terms or non-gradient driven fluxes. qs(H) can be
linearized using;:

au(H) = M(H) - H (2.45)
in which gqs(H) is constructed by adding the subvectors q(H) in Equation 2.29; M(H) =
global flow resistance matrix made up by summing submatrices M'(H). The computational

procedure begins by populating matrix M and assembling flow resistance expressions across
watermovers.
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Figure 2.12: Hub Hydrologic Process Module with multiple internal HPMs includes soil water
storage and stormwater storage. The Hub may cover one or many mesh cells.
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2.8 Numerical Solution using the Weighted Implicit Method

The ordinary differential Equation 2.44 derived using the finite volume method is solved by
using the following weighted finite difference formulation:

Ay H'Y = Ay HY + Atlag™™ + (1 — a)q?] + At[aSM 4 (1 — «)SP] (2.46)

in which H = average surface water level in cell ¢ at time step n; a = time weighting
factor; a = 0 and 1 for explicit and implicit problems, respectively. Using linearization in
Equation 2.45, Equation 2.46 can be expressed as the following system of linear equations:

[A — aAIM™] - AH = At[M"] - H" + At(1 — o)[M" — M"'] . H"
+At[aS™ + (1 — a)S"] (2.47)

Here, q = M(H)" - H”. The matrix [A — aAtM""!] is symmetric. In many gradually
varying problems M""! is replaced with M" to simplify Equation 2.47 (Akan and Yen,
1981). Test runs show that this is a useful procedure for many problems. If this assumption
is not made then M™™! must be updated by using an iterative procedure within the time
step, by first computing AH using Equation 2.47 with the most recent estimates of M"*!,
and next updating H**1. Tterations are continued similarly by updating M"*! and using
Equation 2.47 until convergence. Akan and Yen (1981) show that only two to four iterations
were required for convergence of the water level up to four significant digits. This type of
iteration was not used in the current application. In other words, the second term on the
right hand side of Equation 2.47 is neglected. Even without this assumption, this term gets
cancelled when o« = 1. If S is independent or weakly dependent on H, then the approximation
S™ = S"*! is valid, and iterations within the same time step can be avoided.

Matrix P is sparse for large problems. For example, the element density is less than 1%
for a one thousand cell discretization.

The solution of Equation 2.47 is sensitive to the «, values used;a is a time weighting
factor. When o = 0, AH can be computed by using a simple matrix multiplication. An «
of 0.5 gives higher accuracy similar to Crank-Nicholson type schemes. For most models, «
is assumed to be in the range 0.6-0.8. For most integrated models, it is close to 1.0 when
nonlinearities are severe and the model show signs of instability. Figure 2.13 shows a sketch
of the space-time diagram in the computational domain of the RSM. The figure shows the
space and time discretizations, and the types of interactions a single cell will have with its
neighbors.

The implicit solution method takes into account the water balance in all the waterbodies
during the time interval between times t" and t"*!. Knowing the volumes of water V(H") =
fso (H") at time step t" and AH, it is possible to compute V™! using

vVl =V 4+ A AH (2.48)
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Figure 2.13: Computational space-time space of RSM

The new heads H**! at time step n + 1 are computed using the storage-volume relationship
H" 1 = £, (V™™1). Heads are used in the model only to compute the hydraulic driving forces
in the watermovers. Except during this conversion, the model equations can be explained
as a system of mass balance equations.

Figure 2.14 shows the basic steps involved in the initialization and the time progression
within the RSM. The actual number of steps involved is much larger with many more ini-
tialization processes. The figure only shows the steps involved mainly for the finite volume
calculations.

2.8.1 Average Water Velocity

The average water velocity in a cell is computed by using the following vector basis function
developed for RT0 mixed elements of Raviart and Thomas (1977), and used by Cordes and

Putti (1996):
Qn ( o ) + Qo ( T ) + Qs ( T )] = -KVH  (249)
Yy—u Y—Ye Y—UYs

in which Q,1, Q.2, Q.3 = discharge rates across cell walls 71,72 and r3 counting outward as
positive; (#;, ;) = the coordinates of the nodes; (x,y) = coordinates of any point, including
the circumcenter in the current case at which the head is computed. In the case of right-
angled triangles, /citePutti:1996 showed that the mixed finite element method is equivalent
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Figure 2.14: A simplified flowchart of RSM computational steps

to a finite difference method.

The HPMs are one set of process modules linked to the HSE. Other modules include
Water Quality Process Modules (WQPM) and Ecological Process Modules (EPM). The
WQPMs use the flow solution from the HSE to provide advective flow for the biogeochemial
processes modeled in the WQPMs. EPMs are being developed to simulate landscape and
habitat processes that use the hydrology from the HSE to drive functional changes in the
environment.



Chapter 3

Management Simulation Engine Theory and
Concepts

The HSE provides a highly efficient and flexible computation engine capable of simulating
a diverse spectrum of hydrologic and hydraulic conditions. These capabilities include the
simulation of coupled streamflow (canal) networks and ground/surface water flows, which
can be passively controlled by free-flowing structures such as weirs, spillways, and culverts.
However, in many real world applications, there is imposed a complex hierarchy of water re-
source operational policies dependent on actuarial imposition of flow constraints on actively
controlled flow structures. To provide for simulation of such complex, highly interrelated
(coupled) water resource management schemes within the framework of the RSM, a man-
agement module has been carefully designed and incorporated into the RSM.

The management module of the RSM is the Management Simulation Engine (MSE). The
MSE consists of a multi-level hierarchical control scheme, which naturally encompasses the
local control of hydraulic structures, as well as the coordinated sub-regional and regional con-
trol of multiple structures. MSE emphasizes the decoupling of hydrologic state information
from the managerial decision algorithms, facilitating the interoperation and compatibility of
diverse management algorithms and providing flexibility to adapt a model implementation
to swiftly changing operational policies on the ground. The MSE is intended to allow a flex-
ible, extensible expression of a wide variety of anthropogenic water resource control schemes
integrated with the hydrologic state evaluations of the RSM. Synergy between the multilayer
control hierarchy and decoupled hydrologic state and management information facilitates a
water resource management feature set not typical of integrated hydrologic models.

The MSE design is based on the principle that operational and managerial decisions
applied to water control structures can be viewed as information processing algorithms de-
coupled from the hydrologic state information on which they operate. Essentially, the HSE
provides hydrologic and hydraulic state information, while external policies that dictate

42
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managerial constraints and objectives are applied through MSE controllers and supervisors.

In cases where discrete spatiotemporal model inputs are sufficient for controller and
supervisor algorithms, the MSE accepts inputs directly from HSE data monitors. However,
in cases where integrated spatiotemporal state information, or aggregated state information
based on specific pre-processing is required, the MSE is able to store and access information
in the MSE Network.

The MSE network is an abstraction of reservoirs, streams and canals (waterbodies),
together with a stream/canal flow network and water control structures (watermovers) ded-
icated to representing the managerial architecture of the model.

3.1 MSE Concepts

MSE is an integral component of the RSM, and provides two modes of functionality in the
analysis and prediction of water control structure operational behaviors:

1. Simulate existing water resource policies through assessment of currently implemented
management operational policies and rules in response to hydrologic forcing (e.g., rain,

ET)

2. Develop alternative resource control strategies through the optimization of operational
policies and rules

The first mode is a critical capability for the assessment of water control operations
in response to historic, real-time, or forecast forcing conditions. The second mode forms
an important analysis tool aimed at identification of alternative operational policies which
must perform complex, multi-variate, resource allocation functions under the control of sys-
tem boundary conditions and constraints. The MSE is formulated to address both of these
needs by incorporating a variety of supervisory control algorithms including rule-based expert
systems, finite state-machine processors, as well as a generic mathematical programming lan-
guage interface, which provides access to a suite of state-of-the-art optimization algorithms
(Park et al., 2005).

The MSE is therefore capable of addressing specific water resource allocation analysis,
for example:

e Enable water resource reallocation in response to competing demands during a water
shortage
e Diminish flow/containment problems during flood situations



CHAPTER 3. MANAGEMENT SIMULATION ENGINE THEORY AND CONCEPTS44

e Consider downstream needs for water supply

From a functional perspective, the MSE is essentially an information filter tasked with the
imposition of flow constraints on model water control structures. This is accomplished within
the framework of the RSM in three coupled operations: data gathering, data processing and
decision making, and decision application, as represented in Figure 3.1. An overview of each
of these areas relevant to their implementation in the MSE is discussed in the following
sections.

: Decision Making
Information . .

) using Imposition of
Gathering from . "

; Supervisors, » Decisions on HSE
HSE using data .

- Assessors & using Controllers
monitor interface Filters

Figure 3.1: Functions of the Management Simulation Engine

3.2 Information Gathering from HSE

All hydrologic and hydraulic state information including water stages, flow values, rainfall,
ET, hydrologic boundary conditions, or any other state variable used as input or computed as
output by the HSE is available to the MSE and the assessors through the implementation of
a uniform data monitor interface. The data monitor interface extends naturally to the MSE
input/output variables. Therefore, the input state information available to a controller or a
supervisor is not limited to water levels or flow values, but can include control information,
decision variables, constraints or any other management variable from any other controller
or supervisor in the model.

A central feature of the MSE, which enables decoupling of the hydrologic state infor-
mation maintained by the HSE and the operational process information of the MSE;, is the
MSE network (Figure 3.2). This network is based on a standard graph theory representa-
tion of a flow network comprised of arcs and nodes (Ahuja et al., 1993; Ford and Fulkerson,
1962). The MSE network also provides a mathematical representation of a constrained, in-
terconnected flow network, which facilitates the efficient graph theory solution of network
connectivity and flow algorithms.

From the hydrologic perspective, the HSE canal network is composed of an intercon-
nected network of segments, with each segment maintaining parameters relevant to aquifer-
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Figure 3.2: The MSE network structure

stream interaction, flow resistance, spatial coordinates and other physical properties (Fig-
ure 3.3). The spatial representation of HSE segments is typically dictated by topographic
and physical parameters. From the water resource management viewpoint of the MSE, the
important features of the flow network are its connectivity, flow capacities, flow regulation
structures, and assessed state information relevant to managed sections of the network. The
MSE network maintains a mapping between these two representations (Figure 3.4).

The primary data object in the MSE network is the water control unit (WCU). A WCU
maps a collection of HSE canal segments that are operationally managed as a discrete entity
to an arc in the MSE network. WCUs are created from associated collections of these HSE
arcs. WCUs are typically bounded by hydraulic control structures, which are represented as
nodes in the MSE network. Each WCU includes associative references to all inlet and outlet
hydraulic flow nodes.

The MSE network data objects serve as state and process information repositories for
management processes. They maintain assessed and filtered state information, provide pa-
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rameter storage relevant to a water control unit (WCU) or hydraulic structure managerial
constraints and variables, and serve as an integrated data source for any MSE algorithm
seeking current state information. Some variables stored in a structure (node) object in-
clude:

current flow capacity of a physical structure
maximum design flow capacity of a physical structure
reference to hydraulic watermover(s) in HSE
reference to structure controller(s) in MSE
operational policy/rule water levels

water supply

water demands

The WCU objects incorporate:
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time-varying or seasonal stage maintenance levels
flood control stage maintenance levels

inlet flow

outlet flow

water volume

Each WCU in the MSE network is referenced by a unique label, and has an associative
data storage object which dynamically allocates storage for assessment results. This allows
multiple, independent assessments of the WCU state. For example, one assessment of WCU
inlet structure flows might come from a graph algorithm, while another could be obtained
from a LP model.

This abstraction from hydrologic objects to managerial objects condenses the network
representation facilitating the organization and storage of relevant assessed state and process
information. As an example, Figure 3.3 depicts an HSE canal network consisting of 63 nodes

Florida LEC HSE Mesh & Network MS5E Network WCLU s

LTk, 2

e [, HYE nereork
[ ml# kel seimenls
al aful nosles

Figure 3.4: Schematic comparison of HSE and M SE network structures
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and 62 segments. Some of the nodes correspond to locations of hydraulic control structures,
though the association is not apparent from examination of the HSE network. Each canal
segment has a unique identifier which allows the modeler or MSE processor to monitor state
information of the segment. However, it may be appropriate to make water management
decisions based on some assessed or filtered version of aggregated canal segment states.

Consider now an abstraction of the HSE network into 10 WCUs, regulated by 11 hy-
draulic structures, as shown in Figure 3.2. In the MSE network each line segment represents
a WCU, while each node represents a hydraulic structure which regulates a WCU. The mod-
eler or MSE processor is able to directly monitor information stored in any of these object
data containers, information which has already been assessed and automatically stored in
the appropriate WCU data object at each timestep.

As with other RSM model inputs, the WCU mapping from the HSE canal network is
performed with an input XML entry.

3.3 Decision Making: Supervisors, Assessors

The MSE architecture is based on a multilayered hierarchy, with individual water control
structures regulated by controllers while the regional coordination and interoperation of
controllers is imposed by supervisors. Supervisors can change the functional behavior of
controllers, completely switch control algorithms for a structure, or override the controller
output based on integrated state information and/or rules. A schematic depiction of the
HSE-MSE layered hierarchy is shown in Figure 3.5.

assessor monitors

M Supervisor Si Sy < data monitors ¢
S / /\ \
E Controller C; (C, Cs G Cv > A=f(Z, A% u)
vi N vy
H Water Mover Wi W, Wi Wo
E \ / data monitors
Hydrologic Solution b

Figure 3.5: RSM multilayer control hierarchy

At the lowest layer is the hydrologic state information (3°) computed by the HSE. This
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information includes water stages, flow values, rainfall, ET, hydrologic boundary conditions,
or any other state variable used as input or computed as output by the HSE. All such variables
are made available to the MSE and assessors through the implementation of a uniform data
monitor interface. This transparency of state and process information throughout the model
is central to the efficient synthesis and processing of heterogeneous information required to
simplify and naturally express complex water management policies.

The top level of the MSE is the supervisory layer. There is no limit on the number of
supervisory algorithms, or constraint on the number of controllers that a supervisor may
influence. Based on state and process information, which optionally may have been filtered
or assessed, the function of a supervisor is to produce the supervisory control signal (u)
for a single, or collection of, hydraulic structure controllers. The supervisors are therefore
able to comprehensively coordinate the global behavior of multiple independent or coupled
hydraulic structures.

3.3.1 MSE Supervisors

An MSE supervisor is effectively a meta-controller, a controller of controllers. The addition of
this supervisory layer considerably simplifies the control expression of multiple, coordinated
hydraulic structures. In addition to the organizational simplification of control algorithms,
the additional layer enables representation of management functions which are not realizable
with a single control layer.

In relation to the controllers, which are multi-input single-output (MISO) processors, the
supervisors are multi-input multi-output (MIMO) processors. Supervisors have the ability to
change individual response characteristics of controllers, or, in the case of multiple controllers
attached to a watermover, to dynamically select and activate a specific controller for any
watermover. Specifically, the supervisory functions include:

Comprehensive assessment of state and process information
Controlling multiple parameters of multiple controllers
Dynamic switching of multiple controllers

Flow regulation override for controller(s)

Supervisors can therefore change the functional behavior of controllers, completely switch
control algorithms for a structure, or override a controller output based on integrated state
information and/or rules.

There is no practical limit on the number of supervisors allowed in a model, or on the
number of controllers that a supervisor may affect. It is common to have a hybrid selection
of different supervisors, each one regulating a specific sub-regional collection of hydraulic



CHAPTER 3. MANAGEMENT SIMULATION ENGINE THEORY AND CONCEPTS50

structures. The ability to selectively tailor management control algorithms, as well as the
flexibility to easily reconfigure them in a plug-and-play fashion lends considerable power to
the implementation of diverse and complex operational management scenarios.

The current suite of supervisors includes:

Fuzzy rule based

GLPK Linear Programming (GNU Linear Programming Kit)

Finite state machine (user defined)

Graph flow algorithms

Heuristic assessors to capture special operations for a particular modeled area

These supervisors are discussed in more detail in South Florida Water Management
District (2005).

3.3.2 Assessors and Filters

In the RSM, state and process information can be functionally transformed by an indepen-
dent set of filters, which can be viewed as information pre-processors. These processors are
denoted as assessors and filters. For example, an assessor may perform statistical filtering
such as spatiotemporal expectations, amplitude or time-delay modulation, or any other suit-
able data filtering operation. The MSE is then tasked with appropriately processing the
assessed state information to produce water management control signals, which are applied
to the hydraulic control structures to satisfy the desired constraints and objectives.

The role of assessors in the MSE is to perform data preprocessing required for opera-
tional control decisions. By decoupling the conditioning and filtering of state and process
information from the decision making algorithms, the decision processors can be simplified
and modularized. Therefore, an assessor is an information processor intended to provide
specialized aggregation or differentiation of state variables particular to a managerial deci-
sion process. The suite of assessors provides for specialized quantification of hydrologic state
variables freeing managerial algorithms from data preprocessing.

Related to the assessors are MSE filters. Filters are generic information processors imple-
mented to perform simple, often redundant data filtering operations. The RSM implements
a unified design approach and interface for monitors, filters, and assessors based on object-
oriented design principles. As a result, the interfacing of these constructs from the users
perspective is particularly simple and powerful. Assessor, filters and monitors can operate
in a piped FIFO (first-in, first-out) fashion.
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3.4 Imposition of Decisions on HSE: Controllers

3.4.1 MSE Controllers

The MSE controllers are the intermediary between the hydraulic structures (watermovers)
and the regional-scale supervisory coordinators. The controllers can operate independently of
the supervisors; in fact, they are not required at all for uncontrolled operation of a hydraulic
structure (e.g., an uncontrolled spillway). The essential purpose of a controller is to regulate
the maximum available flow through a structure to satisfy a local constraint. A controller
may take as an input variable any state or process information which can be monitored within
the RSM. Since the interface between a structure watermover and any controller is uniform,
it is possible to change controllers dynamically with a supervisory command, or manually
with a simple XML input change. The unitary interface also allows for the modeler to mix
and match controllers in a particular model application so that the local control schemes are
a hybridization of any of the available control algorithms.

At each model time step, once the controllers have computed their respective control
values, these signals are applied as flow constraints to the structure watermovers in the
HSE. Each watermover will compute a maximum flow capacity based on the hydrologic
state conditions and hydraulic transfer function of the structure. The resultant controlled
flow will be some fraction of the currently available maximum flow capacity. The current
suite of controller modules includes:

One- and two-dimensional rulecurves

Piecewise linear transfer function

Proportional Integral Derivative (PID) feedback control
Sigmoid Activated Proportional Integral (PI) feedback control
Fuzzy control

User-defined finite state machine

The controllers available for a specific model implementation are specified in the con-
troller section of the XML model input file. Documentation, specifications and example
usage of controllers are specified in the RSM Management Simulation Engine User Manual
(South Florida Water Management District, 2005) and Park (2005).
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Appendix A

Regional Simulation Model Philosophy

A.1 Notes on the use of models

RSM is like many other computer models in that it is built around numerical methods that
solve ordinary and partial differential equations. It is also similar to other models because
of the way in which flow resistance equations are incorporated among regional equations to
represent a wide variety of local and regional conditions. And similar to many other recent
models, the RSM simulates both natural and anthropogenic conditions.

RSM is different from many other models in that (a) it is designed with object-oriented
methods, (b) provides auxiliary tools (e.g., error analysis methods) for use during both model
implementation and model application, and (c) separates operations management through
the MSE component. A certain level of understanding of object-oriented methods, and the
basic RSM object types such as waterbodies and watermovers are required before adding
new objects to the model. Numerous articles written on model application, calibration, error
analysis and analytical methods should also be consulted prior to the application of the HSE
(see Appendix C).

RSM is also different from many other models because of the availability of numer-
ous MSE components such as optimal controllers and linear programming (LP) algorithms.
These options provide numerous operational alternatives to influence the HSE. One should
be very careful in selecting the proper operational options and the interpretation of the re-
sults if a model application is to be successful (South Florida Water Management District,
2005). Considering these factors, an RSM application can be more challenging than the
application of any other model.

Being able to run the model with a data set does not say anything about the validity or
the accuracy of the dataset or the output. The following checks can be helpful in assuring
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that the model results are relevant.

1. The input data collected has to be for a physically meaningful problem.

2. The problem should be one that can be solved with the governing equations used in
the model.

3. The hydraulic problem has to be mathematically well posed. Only well posed problems
can be solved using computational procedures for partial differential equations. Proper
use of initial and boundary conditions are extremely important in setting up a well-
posed problem. See Abbott (1982) or any other similar text for well-posedness.

4. Consider the fact that the model is built upon governing equations that are initial-
boundary value problems. This means that the solution at any time and space depends
on both initial and boundary conditions. On one hand if the dependency does not
exist, the problem is not a well- posed problem, and the model results are meaningless.
Similarly, if the model is based on faulty initial and boundary conditions, the results
have to be considered suspect depending on the severity of the dependence.

5. Select the time and cell size for the discretization based on Lal (2000) (see Appendix C),
Lal (2001) or any other similar study on numerical error analysis. The accuracy of the
solution is limited by the conditions stipulated in these documents.

6. Follow acceptable calibration procedures, and check if the correlation coefficient and
other indicators between the observed and simulated time series data is reasonable.
Tools based on generalized inverse solution using Singular Value Decomposition (SVD),
and conjugate gradient methods (Lal, 1995) are being created to calculate uncertainty
and covariance matrices for models. These estimates can be used to evaluate model
parameter uncertainty in a limited way (Menke, 1989).

7. If the model discharges are to be accurate, ensure that boundary condition discharges
used as inputs to the model are accurate as well (i.e., calibrate to flows).

8. Check if the overall mass balance conditions in the model are within reasonable (<10%)
limits. This still does not guarantee that there are no local numerical errors.

If at least one of the above conditions is violated, the model is not usable under general
conditions. The model may however be usable for certain regions on a limited basis if it can
be scientifically justified.

During the interpretation of model results, one should consider that the regional results
from the PDEs are valid only on areas larger than the size of the cells or the segments.
If an imaginary Fourier sine component is used to describe this spatial extent, results are
accurate only over areas covering multiple cells as described by Lal (2000) in Appendix C.
For example, a model grid resolution of one by one mile, is adequate to resolve hydlorogic
features that may extend as much as three to four miles. However, the opposite is not true.
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A.2 Scope of the RSM

The scope of the RSM has broadened over the years to be much more than a new integrated
hydrologic model or a replacement for the SEFWMM. The model and the model development
process both benefitted from years of model development experience in South Florida. RSM
is designed to accomplish a number of philosophical goals including the following:

1. Provide a common hydraulic and hydrologic base for a variety of other
disciplines. Many South Florida ecosystem studies use a variety of hydrologic
models to understand the underlying hydrology. RSM provides a common hydrology
solution that can be used in the comparison of certain ecosystem solutions.

2. Open architecture. RSM is designed with an open architecture in the model
structure so that the model can grow and evolve as needed for a reasonable period
of time without having to abandon the entire model. The RSM OO architecture also
allows for an assortment of similar tools to be supported and maintained while legacy
tools are discontinued or revitalized. New watermovers can be added, new management
operations can be added, and entirely new capabilities can be plugged in to the system
without impacting existing model functions.

3. Open and broad participation. The intent of open and broad participation is
to allow for many developers from multiple agencies and disciplines to contribute to
the development process. One of the primary goals in having a regional simulation
model (RSM) is to promote scientific discipline under a single umbrella. This openness
is intended to bring state-of-the-art science into the model. The RSM project allows
a large number of scientists to come together and create tools that encapsulate the
expertise of each of the disciplines at their best. The objective is to create a software
suite that captures multiple areas of expertise under one software architecture. Since
the model is developed with many common hydrologic components describing how the
hydrology impacts various aspects of the ecosystem, the terms associated with describ-
ing the system have to be understood and clearly communicated between ecologists
and engineers. This necessitates the development of a common terminology and a set
of definitions that can eventually help in the advancement of science.

4. Allow for alternative approaches to be tested using more than one method.
Solutions to some difficult modern day problems are non-unique. Many times there is
more than one opinion about the same issue, and the old science is obsolete in the face
of the new science. Since there is no ”oversight authority” for science, there is potential
for a "battle of the sciences” or the ”lack of a science” when scientific methods are to
be applied. RSM allows for alternative methods to be evaluated on a fair basis in some
of the most difficult situations. For example, two different overland flow equations
could be coded as separate watermovers, and their results compared to each other and
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to observed data. If different watermovers successfully model system performance in
different areas of the model, they can all be used where they are best suited.

5. Avoiding problems arising from proprietary source code. RSM is developed
with the intention of minimizing problems that arise due to proprietary source code.
Since the numerical solutions depend on the algorithms which are in the source code,
not knowing the source code is the same as not knowing the method of solution.
Model results depend on the algorithms and therefore algorithms have to be known
in understanding and interpreting model results. RSM code is open to scrutiny, and
benchmarks highlight the behavior of the model. Both benchmarks and the source
code are key parts of the model documentation.

6. Standardization of methods and communication protocols. At present, differ-
ent computer models are put together using a large variety of different nonstandard
methods. Even if a certain amount of this is inevitable, the ability to compare results
under certain known conditions is important during model applications. With the RSM
model, an attempt is made to use standard and recognized methods so that this goal
can be accomplished without difficulty (e.g., use standardized and recognized methods
to estimate ET across disciplines). This also encourages model developers to adopt
the same terminology used by hydrologists, ecologists, systems operators and other
professionals. Each of the disciplines is also expected to bring a clear understanding
of definitions, scope, acceptable methods of quantification, bounds and uncertainties
to the results.

7. Fair opportunities to participate. Anyone willing to create software modules such
as hydrologic process modules (HPMs), structure flow modules, or storage volume (SV)
converters should be allowed and even encouraged to do so, as long as the need and
the function are scientifically justified and resources are available.

8. Non personal ownership of science or software. Many of the developments in
environmental sciences, ecology, hydrology and even computational methods are geared
toward public service, and therefore essentially non-proprietary for most purposes. The
primary developers believe in the open disclosure of the true author of a certain module,
and the use of scientific method falling to the original authors.



Appendix B

Governing Equations Using the Traditional
Approach

B.1 Partial differential equations governing overland flow

The partial differential equation (PDE) form of the governing equations are not directly used
in the RSM. It is presented here mainly because these are the equations that are traditionally
used to describe shallow water behavior. They are also useful in obtaining analytical solutions
that are used to verify the accuracy of the model.

Partial differential equations governing overland flow provide a depth-averaged descrip-
tion of flow in shallow waterbodies. These equations are commonly referred to as Saint
Venant equations. They consist of a continuity equation and momentum equations. The
two dimensional continuity equation for shallow water flow is

Oh  O(hu) N J(hv)

4 — Ryeha + W =0 B.1
ot ox Ay " (B-1)
U, v velocities in x and y directions
h water depth
Rmhg source term per unit area
w water pumped out of the system per unit area
In a simplistic way, R,n, can be computed using
Rychg = RF — ET — Qi (B.2)
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RF rainfall intensity
ET evapotranspiration rate
Qint overbank or seepage flow

The equation (B.2) in its form is simplistic because it neglects complex interactions be-
tween the components. These aspects are dealt in local hydrologic modules that process the
information as explained later.

The momentum equations used in the x and y directions are

d(hu)  O(u*h)  O(uvh) d(h+ z) B

T + pe + dy + hg Ee + ghSs, =0 (B.3)
d(hv)  d(uvh)  O(v?h) I(h+ z) B

% T T or T 3y + hg dy + ghSp, =0 (B.4)

in which Sy, and Sy, = components of friction slopes in z and y directions. The momentum
equations can be combined with the continuity equation without the source term to produce
the following vector momentum equation

88\;+V(;V2+9H)+gsf—|—wa:0 (B.5)
in which w =V x V; V = ui+vj = velocity vector; S¢ = friction slope vector; H = h+z =
water level above the datum; z = bottom elevation above datum. The steps in obtaining the
equation are presented by Panton (1984). Equation (B.5) can be integrated along a stream
line to obtain the commonly used energy equation. The first term in (B.5) which is the
local acceleration term and the second term which is the convective acceleration term are
responsible for inertia effects. The first term is neglected in slowly varying flow to obtain
diffusion flow equations. If flow is irrotational, V- x w = 0 and (B.5) reduces to

VE = —S; (B.6)

which can also be written in terms of the z and y components as aa—f = —S, and ‘g—f =
—Sp, with E = h+ 2+ V?/(29) = H + V?/(2g) being the energy head above the datum.
Equation (B.6) without the velocity head in F is normally used as the foundation of diffusion

flow formulations (Hromadka II et al., 1987).

A general form of the Manning equation written as V = nithS J’c\ in which n, = Manning

coefficient when v = 2/3 and A = 1/2; V' = v/v? + u? = magnitude of the velocity vector.
This modified form allows the use of a variety of complex flow types such as the flow in wet-
lands Kadlec and Knight (1996). In diffusion flow S; = S,, is assumed, in which S,, = slope

of the water surface (or the energy surface when F is used) computed as \/ (82)2 4 (%—5)2.
Akan and Yen (1981) and Hromadka II et al. (1987) used the following equation to compute
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u and v:
T(H)oH
= —Oe B.7
h  Ox (B7)
T(H)0H
= O B.8
v W oy (B.8)
T(H) can be expressed using the Manning equation for H > z as
T(H) = 2 (H — 21§ (B.9)
ny

in which, S, = Maz(S,,d,) when A < 1 to avoid division by zero. A value of 0, ~
107" — 1077 is useful for most South Florida applications. Lower values are more accurate
if stability does not become a problem. A value of A ~ 1 gives laminar-like flow. It is also
possible to express T'(H) as

T(H) = C(H)|S,|*! (B.10)

where the function C'(H) defined as conveyance can be expresses using lookup tables if
necessary. In all cases, discharge per flow width g(H) is expressed as

q(H)=T(H)S = C(H)S* (B.11)

Variable T'(H) is useful in linearizing and simplifying the diffusion flow equation. The
continuity equation (B.1) can now be expressed, using (B.8), as

oH 0 oH 0 oH
ey ~ anl gy T, TH)5,
in which s. = storage coefficient used in sub-surface flow. In the case of overland flow,
se = 1. When the velocity head is included, H in (B.12) is replaced with F, as explained
earlier. The equation can be solved for both overland flow and saturated groundwater flow
using many of the methods used to solve parabolic equations. The model does not use the
differential form of the governing equations in (B.12).

+ chhg - W (B12>

B.2 Partial differential equations governing single layer 2-D ground-
water flow

For groundwater flow under assumptions of Darcy’s law, the governing equation is given by
(B.12) in which T'(H) becomes the transmissivity of the aquifer. For an unconfined aquifer,
T(H) = kp(H — z,) where z, = elevation at the bottom of the aquifer and kj, = hydraulic
conductivity of the aquifer. For groundwater flow, transmissivity T'(H) can be provided as
a lookup table function if necessary because of the convenience provided by object oriented
programming.
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B.3 Boundary conditions for 2-D flow

Unless boundary conditions are specified at infinity as in the case of Theies problem, finite
domain problems need boundary conditions. Boundary conditions for overland and ground
water flow can be classified as external and internal type. External boundary conditions are
the boundary conditions required at the physical boundaries of the model domain.

The type of boundary conditions to be used is determined by the type of the problem,
requirements of well-posedness, and the availability of data. In many instances, the latter
dominates in the decision to select the type of boundary condition. If the boundary condi-
tions type selected is not the proper type, the resulting solution will lack in well-posedness,
and the solution may not be unique. In some cases, the non-uniqueness is limited to the
local boundary area only.

In the case of the complete solution of the Saint Venant equations under sub-critical
flow, no-flow and open boundaries are the most commonly used types. No-flow or fixed
land boundaries require one boundary condition. The commonly used no-flow condition
requires that the flow or the velocity normal to the wall is zero. Even if full shallow water
flow equations are not solved in the model, they are described to show the complete set of
conditions that would otherwise be needed.

At open boundaries of 2-D shallow water water models, two boundary conditions are
required at the inflow points and one at outflow point. Under ideal conditions, flows both
inside and outside the boundary have to be simulated until both the heads and discharges
match from both sides. However, the most commonly used boundary condition at inflows
includes a zero tangential velocity and a water level time series. If a control point is lo-
cated at the upstream end, the corresponding relationship has to be used instead. The two
components of water velocities can also be used as at open boundaries as the two boundary
conditions. The commonly used outflow boundary condition is a specified head boundary
condition. However, if the outflow is located at a control point having a structure, it is
common to have the rating curve as the boundary condition.

With overland flow simulated as diffusion flow, the governing equation used is nonlinear
parabolic. The boundary conditions used for overland flow are therefore similar to those
used with ground water flow. With diffusion flow or ground water flow, only one boundary
condition is needed at any boundary. The most common types used for groundwater are
the Dirichlet and Neuman types. There are other types such as the Cauchy type made by
combining the first two types.

Dirichlet type: In this type of boundary condition, the head is specified as a function of
time.

Neuman type: In this type of boundary condition, the flux normal to the bounfary is
prescribed with time. Impervious boundary or a no-flow boundary is a special type of this
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boundary condition in which case, the normal flux is zero.

Cauchy type: This is a mixed type boundary condition, and is applied when the aquifer
is close to a waterbody, and is insulated with a semi-pervious layer.

Specified head and specified flow are the most commonly used external boundary condition
types.

Internal boundary conditions control flow within a model that would otherwise have
natural flow. Internal boundary conditions are the conditions introduced within the model
domain as a result of structures, levees, and other flow control structures. The method
of defining some of the boundary conditions are the same for both external and internal
boundary conditions. Boundary conditions for the finite volume method can be assigned at
cell centers or cell walls. In the end, however, they have to be expressed in terms of the
water levels at the cells.

B.4 Partial differential equations governing flow in canals

Gradually varied 1-D unsteady flow is explained using the depth averaged equations com-
monly referred to as Saint Venant equations. In the current version of the model, the inertia
terms are neglected to obtain the diffusion form of the Saint Venant equations. The first of
the two equations is the continuity equation.

0A  0Q

ot ox Gint ( )
in which, z is the distance measured along the canal; A = flow cross sectional area; () =
discharge through A; ¢;,; = overland flow or groundwater flow entering into the canal per
unit length. Rainfall and evapotranspiration are assumed to be taking place only in the 2-D
overland flow area. The second of the two equations is the momentum equations.

2 H
%i?ngc <6A> —i—gA(%x—i—Sf) =0 (B.14)
in which, Sy = friction slope in z direction; H = water level; 8 = momentum correction co-
efficient. After neglecting the first three terms contributing to inertia effects, the momentum
equation in reduces to %—f = —S¢ in which, H = h + 2z = water level above a datum; z =
bottom elevation above datum. Friction slope Sy is related to the velocity using a general
form of the Manning’s equation is written as V' = %RVS;} in which R = A/P = hydraulic
radius; P = wetted canal perimeter; n = Manning’s coefficient when v = 2/3 and A = 1/2;
Sy = friction slope. Akan and Yen (1981), Hromadka II et al. (1987), and others showed

that flow can be expressed in the following form using Manning’s equations.

oH

Q= —T(H)%

(B.15)
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in which, T'(H) can be expressed for the Manning’s equation as

T(H) = iAR’VSg—l (B.16)

in which, S, = Max(S,,0) when A < 1. A value of § &~ 1.0 x 107! is used to avoid
division by zero. T'(H) is useful in linearizing and simplifying the diffusion flow equation.
The continuity equation Equation B.13 can now be expressed using Equation B.15 as

A 0 OH
= = 3 TH) 5+ oe (B.17)

This equation can be solved as a non-linear diffusion equation. The finite volume method is
not directly based on this differential form of the governing equations.



Appendix C

Selected Publications for Further Reading

This set of publications is intended to serve as an introduction to the theory behind RSM.

1. Weighted implicit finite-volume model for overland flow (Lal, 1998c) (section C.1 start-
ing on printed page 68)

2. Numerical errors in groundwater and overland flow models (Lal, 2000) (section C.2
starting on printed page 107)

3. Case study: Model to simulate regional flow in South Florida (Lal et al., 2005) (sec-
tion C.3 starting on printed page 158)

4. Determination of aquifer parameters using generated water level disturbances (Lal,
2005) (section C.4 starting on printed page 203)

5. Hydrologic process modules of the Regional Simulation Model: An overview (Flaig et al.,
2005)(section C.5 starting on printed page 247)

6. Management simulation engine of the Regional Simulation Model: An overview (Park,
2005)(section C.6 starting on printed page 249)
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C.1 Weighted implicit finite-volume model for overland flow



A WEIGHTED IMPLICIT FINITE VOLUME MODEL FOR
OVERLAND FLOW

A. M. WasanthaLal, 1, M. ASCE

A weightedimplicit finite volumemodelis developedto simulatetwo dimensional
diffusion flow in arbitrarily shapedareas.The modelusesa mixture of unstructured
trianglesandquadrilateral$o discretizeéhedomain,andamixtureof cell wall typesto
describestructureslevees andflow functionsthatcharacterizéwo dimensionaflow.
Theimplicit formulationmakesthe modelstableandrun fasterwith very large time
steps.Thesparsesystenmof linearequationghatresultfrom theimplicit formulationis
solved by usingiterative solversbasedon variouspre-conditionecdtonjugategradient
methods.The modelwastestedundera variety of conditions.Theresultswerecom-
paredto resultsfrom known modelsappliedto axisymmetricandothertestproblems

thathadknown solutions.

The modelwas successfullyappliedto the Oxbow sectionof the KissimmeeRiver
in Florida, andthe resultswere comparedwith resultsfrom physicaland numerical
modelingstudies. This analysisindicatedthat the circumcentetbasedflow function
for walls thatis usedin themodelgivesoverall superioresultsin all the casesonsid-
ered. Resultsof the numericalexperimentsshoved that the useof weightedimplicit
methodsanditerative solversprovide modelerswith improvedflexibility andcontrol
of the overall accurag andthe run time. The methodis to be usedas an efficient

solutionmethodfor local andregionalmodelingproblemsin SouthFlorida.

INTRODUCTION
Simulationof overlandflow is animportantfunctionof large scalehydrologicmodels.Many such
models,includingthe NSM (NaturalSystemModel) andthe SFWMM (SouthFloridaWaterMan-

agemenModel), which areusedto simulatethe hydrologyof SouthFlorida,arebasedon solving

ILeadCivil EngineerSouthFloridaWaterManagemenbistrict, 3301GunClub Rd., WestPalm Beach FL 33406



approximategorms of the St. Venantequationgo simulateoverlandflow. An idealmodelfor the
simulationof 2-D overlandflow is expectedto handlewater bodiesof arbitrary shapeand may
have to usea wide rangeof temporalandspatialfeatureso meetaccurag requirementst differ-
entlocationsandtimes. Someof the historicdevelopmentselatedto this goalaredescribedn the
texts by Abbott (1979),Tan (1992),and Chaudhry(1993). The featureghat make modelsuseful
for practicalapplicationsincludethe ability to handlewetting anddrying; the ability to simulate
flow throughstructuressuchasweirs, gatesand culverts; andthe ability to handletributary and

sloughinflows.

The earliest2-D modelsto solve the St. Venantequationswvere basedon variousexplicit fi-
nite differencemethodsandrectangulagrids. Liggett andWoolhiser(1967),Chonv andBen-Zvi
(1973),andKatopodesand Strellkoff (1978)developedsomeof the early models. More recently
completeequatiormodelshave beendevelopedthatarecapableof handlingtheinertiatermsbetter
andcanproducebetterresultsfor dam-breakypesof dynamicproblems.FennemandChaudhry
(1990) and Garciaand Kahawita (1989) have developedtwo suchmodels. Finite elementand
finite volumemethodsareusefulwhenthe flow domainis arbitraryandthe discretizations non-
uniform. Fenner(1975)and Akanbi and Katopodeg1988)developedmodelsbasedon the finite
elementmethod,and Zhaoet al. (1994)useda finite volume methodfor solving the complete
equations.Most of the completeequationmodelsthat useirregular grids requirea long time to
run andareinefficient to usein large scalehydrologicapplications suchasmodelingof the Ev-
emglades,in which the inertiatermis negligible. The challengeof maintainingboth fine spatial
resolutionandlow runtimescanbe metby usingdiffusionflow modelsin whichtheinertiaterms
arengylected. In diffusion flow modelsone equationis solved for the waterlevel, insteadof the

threecoupledequationghatform the St. Venantequations.

Ponceet al. (1978) establishedh theoreticalrangeof applicability for diffusion flow mod-
els. Suchmodelshave beenappliedin the pastby XanthopoulosandKoutitas(1976)to simulate

flood wave problems by Akan andYen (1981)to studychannekonfluencdlow problemsandby



Hromadkaet al. (1985)to studydamfailure problems.Thesestudiesshaved thatdiffusion flow
modelscanbe usedsuccessfullyto simulatea variety of naturalflow conditions.Hromadkaet al.
(1987)alsouseda 2-D diffusion flow modelto compareoverlandflow models. Diffusion flow
modelshave beenusedsuccessfullyto simulatehydrologic conditionsin the Everglades,using
the NSM andthe SFWMM modelsdevelopedby the SouthFlorida Water ManagemenDistrict
(Fennemaetal. 1994).

A finite volumemethodis usefulfor SouthFloridabecausenary of the post-drainagéeatures
in theareatake theshapeof polygonsboundedy leveesandcanals It satisfiestrict masshalance
becaus®f consenrative property The basicideabehindthefinite volumemethodis to begin with
the consenrative form of the differentialequationjntegrateit over afinite volume,anduseGauss’
theoremo cornvertresultsinto surfaceintegralswhich canthenbediscretizedHirsch,1988).Dur-
ing the computatiorof thesesurfaceintegralsalongthe cell walls, functionsdefiningaveragewall
fluxesareneeded.Two typesof functionsare usedin this paper onewhich usesa line integral,
andonewhich usesthe circumcentergcentersof the circumscribingcircles) of triangles. In the
caseof structuresor ary otherflow featuresthesewall functionsare replacedwith appropriate
functions. When a cell-centeredinite volume methodis usedwith rectangulargrids, the finite

volumemethodcollapsedo afinite differencemethod.

The ordinarydifferentialequationgesultingfrom the finite volumeformulationcanbe solved
by usinga weightedimplicit method.The weightingfactorthatis usedin mary 1-D modelssuch
asDAMBRK (Fread,1973,1988)providescontrol over accurag andstability, andthe weighting
alsomalesit possibleto producesolutionseven understiff conditions. The final solutionof the
finite volumemethodis the solutionof a sparsesystemof linearequationsat every time step.The
availability of a variety of sparsesolver methodsand packagesiasmadeit possibleto exercise

controlovertheruntime andaccurag.

Both directanditerative methodsareavailableto solve sparsesystemslterative methodssuch



asthe preconditioneaconjugategradientmethod,arelesssusceptibldo round-of error, andthey
aremoreefficient for large problems(Aziz and Settari,1979). Someof the public domainsparse
solversavailablethroughthe InternetincludeSLAP (Seagerl1988), TemplategBarrett,1993)and
IML++ (Dongarra,1995). Numerouspre-conditionersre usedwith sparsesolversto speedcon-
vergenceandsometimeso make the solutionfeasible.Whenflow conditionsarenearlysteadydue
to nggligible disturbancefrom rainfall andotherevents,iterative solversneedvery few iterations.

This featurecanmalke the currentmodelrun extremelyfastexceptduringunsteadyevents.

Hydrologicmodelsappliedto the SouthFloridalandscapeareexpectedo simulatebothlarge-
scaleflow featuresin the Evergladesand small-scaleflow featuresin urbanareas.They are ex-
pectedto be capableof bothlong andshortterm simulationswith relatvely shortrun times. This
paperdescribesheformulation,numericaltesting,numericalerroranalysis andthe successfup-
plicationof the modelto a portionof the Kissimmeeriver. A numberof additionaltestswerecon-
ductedto studythe variationin numericalerrorwith spatialandtemporaldiscretizationsResults
demonstrat¢he fastperformancef the modelwhencomparedo explicit models.Theresultsare
alsousefulin selectingthe spatialandtemporaldiscretizatiorfor future applicationsof the model
to otherareasn SouthFlorida. Someresultsshavn atlow resolutionggive additionalinformation

aboutthe behavior of numericalerrorsin the modeloutput.

GOVERNING EQUATIONS

Overlandflow is describedoy the depth-aeragedflow equationscommonlyreferredto as Saint
VenantequationsTheseequationgonsistof a continuityequatiorandmomentunequationsThe
two dimensionaktontinuity equationfor shallov waterflow is

oh o(hu) , a(hv)

o T ey R HINFET+0a=0 1)

in which u andv arevelocitiesin x andy directions;h = waterdepthin unitsL; RF = rainfall
intensity; IN = infiltration rate; ET = evapotranspiratiomate, all in unitsL/T; Qea = volume

rate of overlandflow enteringor leaving canals,measureder unit cell areaper unit time. The



momentumequationsusedin thex andy directionsare

d(hu) N o(uh) N a(uvh) h d(h+2)

at T ox y M9 g% TISx=0 @)
a(hv) a(uvh)  a(v2h) d(h+2) _
ot + I + 3y +hg 3y +ghSty =0 (3)

in which S¢x and Sty = componentof friction slopesin x andy directions. The momentum
equationscan be combinedwith the continuity equationwithout the sourcetermto producethe

following vectormomentumequation

v 1 .
E—FD(EVZ—I—QH)—FQSH—VXQ):O (4)

in whichw =0 x V; V = ui +Vj = velocity vector;S; = friction slopevector;H = h+ z= water
level above the datum;z = bottomelevation above datum. The stepsin obtainingthe equation
arepresentedy Panton(1984). Equation(4) canbe integratedalonga streamline to obtainthe

commonlyusedenegy equation.Thefirst termin (4) whichis thelocal acceleratioriermandthe

secondermwhich is the corvective acceleratioriermareresponsibldor inertiaeffects. Thefirst

termis neglectedin slowly varyingflow to obtaindiffusionflow equationslf flow is irrotational,
w= 0and(4) reducego

0E = —-§ (5)

which canalsobewritten in termsof the x andy componentas%—f = —Siy and%—'f( = —Sty with
E = h+42+V?/(29) = H +V?/(2g) beingtheenegy headabove the datum.Equation(5) without
thevelocity headin E is normally usedasthe foundationof diffusionflow formulations,in which
thewaterlevel H is usedinsteadof the enegy headE (Hromadkaetal., 1987). Evenif all of the
equationghatfollow areexpressedn termsof H, it canbe shown thatH in theseequationsanbe
replacedwith E to give the necessargquationgor conditionsunderwhich the velocity headsare
important. This simple corversionis possiblein slowly varying flow if %(VZ/Zg) is small. Use
of E insteadof H helpsto recorer someof thelostinertiaeffectsin slowly varyingdiffusionflow
at cornverging anddiverging boundaries.Unfortunately diffusion flow modelsusingthe velocity

headgeneratesmalloscillationsin unsteadyflow problemgStrelkoff etal., 1977),andit becomes



necessaryo useH insteadof E for suchproblems.

Thefriction slopeS; in (5) is computedusingan equationfor wetlands(Kadlecand Knight,
1996)or a generalform of the Manningequationwritten asV = n—lthS}‘ in which n, = Manning
coeficient wheny = 2/3 and A = 1/2; V = vA2+u2 = magnitudeof the velocity vector In
diffusionflow S; = §, is assumedin which S, = slopeof thewatersurface(or theenegy surface
whenE is used)computechs\/m. AkanandYen(1981)andHromadkaetal. (1987)

usedthefollowing equationto computeu andv:

K oH K oH
U=t VT Thay ©

K canbeexpressedor the Manningequationin generaform as

K = nihwlsgl for A>1 and |Si > )
b
K = Ko for A<1 and |S|<ds (8)

TermKo = hv¥t1/(n,dL~) providescontinuityin functionK, andgivesa smootheflow profile for
someproblemsthanKo = 0 usedby Hromadka(1985). Depthh = O for dry cells. & is usedto
boundK within finite limits; &s ~ 10 19 is usedin the studyfor testcasesn singleprecision.\ ~
1 giveslaminarlike flow. K is usefulin linearizingandsimplifying the diffusion flow equation.

Thecontinuityequation(1) canbe expressedysing(6), as

oH 0 6H d oH

in whichS= RF — IN — ET — Qe is the sourceterm. Whenthe velocity headis included,H in
(9) is replacedwith E, asexplainedearlier The equationcanbe solvedfor both surfaceflow and

saturatedyroundvaterflow usingmary of the methodsusedto solve parabolicequations.

The finite volume method
In thefinite volumemethod(1) is expressedn thefollowing integralform overanarbitrarycontrol

volumecv

/ H dv+/ { hu)+—(hv) dv=0 (10)
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in which dv = volume of elementcv. The overall cv can be subdvided into cells. The Gauss
divergencetheoremcanbe usedto simplify the secondvolumeintegral termof (10) andcontrolit
to a surfaceintegral (Hirsch,1988). Equation(10) for all thefinite volumecellscanbewrittenin
vectorform as

dH

M- =Q(H)+S (11)

in whichH = [Hq,Ha,...Hn. .. an]T is avectorcontainingthe averageheadsn all thecells;S=
the sourcetermin vectorform; AA = a diagonalmatrix whoseelementAA (m, m) is equalto the
cell areaAAn, in the caseof acell m; Q andS arethenetinflows andsourcetermsto cells. Thenet
inflow rateto acell mis givenby
ns _

Qm(H) = rZl(F -Nn)y Aly (12)
Al = lengthof the sider of the ns sidedpolygon; n = nyi + nyj = unit outward normalvector
for the facer of the polygon; F = averageflux rate acrossthe wall per unit length definedas
hui+ hvj, which is alsoequalto —K[H for free surfacediffusion flow or groundwater flow.
Two alternatie methodsareusedin the modelto computeF for overlandflow. They aretheline-
integral-basednethodsuggestedby Hirsch (1988),andthe circumcentetbasednethodsuggested
by Cordesand Putti (1996). In the caseof flow over structuresandlevees,Qm(H) is computed
usingthe appropriatestructureequationsnsteadof the above two methods. In the currentcell-

centeredinite volumeapproachH, ET, RF andIN aredefinedascell averagevalues.

The line-integral-basedmethod for computing the wall flux

This methodcan be usedwith both triangularand quadrilateralcells. Using this method,the
approximatelux F, forawall r in (12) is computedoy usingfluxesat the nodesdefiningthewall.
In Fig. 1,

F = 0.5(Fj + Fy) (13)

in which Iij andFy arethe fluxesat the nodesj andk computedusing—KOH. OH is computed

usinganintegral equationaroundthe nodegHirsch, 1988)suchthat

/DH da= 7{Hnd| (14)
\ S
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anddl = lengthof thesidesof thepolygon,referredto asthe“shadav polygon”,with cell centroids

atvertices.Using (14), theflux Ifj for anodej canbeexpresseas

~ — K np . np .
Fi=—Kj(OH); = _f,]&- = > Hp(Ypr1—=Yp-1)i+ > Hp(Xpr1—Xp-1)j (15)
| p=1 p=1

inwhichp=1,2,...,nparethecell numbersaroundthenodej formingtheverticesof theshadav
polygon; x,, yp arethe coordinatef thesevertices. In the equation Xo, Yo at p = 1 mustbere-
placeddy Xnp, Ynp, andXnp+1, Ynp+1 at p = np mustbereplacedy x1,y; to completetheintegration
correctly Areasof theshadav polygonsAAj arecomputedoy usinga similar line integration:
. np

20A; = leXp(yrH—l —Yp-1) (16)
K; arecomputedusing (7) and(8). The nodalvaluesof n, andh in the equationsare obtained
by a weightedaveragingof the valuesof surroundingcells. The respectie cell areasareusedas

weights.Theline integralsarecomputedcounterclockwiseaspositive.

In the useof the weightedimplicit implementationQ(H) = [Q1,Qz...Qn]" of (11) is lin-
earizedasM -H. The matrix M containsinformationaboutthe connectity amongcells,geom-
etry, andthe roughness.The matrix M is assembledy computingthe flow ratesacrossall of
thewalls using(12), andaddingor subtractingappropriatevolumesfrom the cells. Considerthe
volumelost by donorm, crossingwall r definedby nodesj andk. Equations(12), (13) andthe

line integral aroundnode| obtainedusing(15) makesthe following modificationto M:

K; Al
J

Ny, Nyr = component®f n for wall r; Al; = lengthof wall r. A similar expressions neededor
nodek. Flow into the recever cell n alsorequirestwo similar expressionswith negative signs

placedon (N, Nyr).

The circumcenterbasedmethod for computing wall flux
CordesandPultti (1996)shovedthe equivalenceof alow-ordermixedfinite elemenimethodbased

on RTO elements(Raviart and Thomas,1977) with a finite volume methodfor trianglesunder

8



certainconditions.Becausef the equivalenceit is possibleto usean expressionderivedfor the
mixedfinite elemenimethodto computeflow ratesfor thefinite volumemethod.In theequialent
finite volume method,water levels at circumcentersare usedin the computationof flow across
walls. In the mixedfinite elementmethod,waterlevelsin trianglesareassumedo vary linearly,

andthe water level at the centroidis the averagewaterlevel. Using Figure 2 asthe definition

sketch, (F - n), for wall r in (12)is computedas

Hm— Hn

F.n) =AlK—2 1"
(F-n), A

(18)

in which Adyy, = distancebetweencircumcenterf trianglesm andn; Hy, H, arethe headsat
the circumcentersK; is computedusing(7) or (8). The depthandthe bedroughnessieededo
computeK; areobtainedby weightedaveragingthe depthandbedroughnes®f cellsmandn. S,

is computedusing

T g2 —H.)2
S= \/(H’AI;") + (H'Zd%:”) (19)
in which I—i,- andHy aretheheadsatnodesj andk, computedasweightedaveragef surrounding
heads.The cell areasareusedasweightsin the averaging. In the semi-implicitformulationthe
computatiorof flow from cell n to minvolvesthe modificationof the following matrix elementas

it receveswaterin cell m:

KAl KAl
Mmn — Mmn+ ﬁmr:, Mmm — Mmm— ﬁmr:

(20)
ElementsMnm, Mnn are modified similarly due to water lossesfrom the donor cell n. The
circumcenteibasedmethodcan be usedonly with acute-angledriangles. Whenthis methodis
usedwith obtuseangledtriangles,the circumcenterfalls outsidethe triangle,andthe numerical
error tendsto be large. With rectanglegshe methodbecomesequialentto the finite difference

method.

The averagewatervelocity in a cell is computedby usingthe following vectorbasisfunction

developedfor RTO mixedelementf Raviart andThomas(1977),andusedby CordesandPutti,



(1996):

1 X—X1 X— X X—X3
= 5Ah Qst ] +0Qx | +0ss R =—KOH (21)
y—y1 y—Y2 Yy—VYs3

v

Here,Qs1, Qe, Qsz = dischageratesacrosscell walls s1, s2 ands3 countingoutwardsaspositive;
(%i,¥i) = thecoordinate®f thenodes;(x,y) = coordinate®f ary point, includingthe circumcen-
ter in the currentcaseat which the headis computed.In the caseof right-angledtriangles,Pultti

(1996)shavedthatthe mixedfinite elemenimethodis equivalentto afinite differencemethod.

Flow through structuresand levees

Whenthemodelis usedto simulatestructureflows, the specificcell walls arereplacedwith struc-
ture type walls, and flow ratesof Qs(H) are usedin (12) insteadof F.n to computestructure
flows. Linearizationof structureflow equationsanbedoneeitherprior to therun usingregression
methodspr during the run usingdatafrom previous callsto theroutine. Qs(H) is computedasa
functionof adjacentvaterlevels,gateopeningsandotherphysicalparametersAssumingthatthe
variationof Qs versusAH (AH = Hy,— Hp) is linearduringtwo consecutietime stepsastructure

equationcanbedevelopedusingtheinformationcollectedduringthetime stepsp andp— 1 as

Qs(AH) = QP+Ks(AH —AHP) for AHP#£AHP! (22)
Qs(AH) = QP otherwise

in which Ks = (Q€ — Q2 1) /(AHP — AHP-1); p = thetime stepcount. If only theinformationat
time stepp is used,(22) reduceso Qs(AH) = Ks AH, andthe right handside of the systemof
equationsieednot bemodified. Theintroductionof a structurebetweercellsm andn modifiesM
asMmn — Mmn+Ks, Mmm = Mmm— Ks, Mnm = My m+Ks, andMp n = Mp n — Ks asin (20). In
thecomputationst wasassumedhatthe headossdueto bedfriction is negligible whencompared
to headlossacrossstructureslf iterationsarecarriedout within atime step,thelinearizationwill
notintroduceerrorsin the solution. Sincerapidflow variationsarenot expectedn diffusionflow,

thelinearizationgivesgoodresultsevenfor structureshaving nonlinearflow relations.
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Whenthereis a structureor aleveetype cell wall, the two-dimensionaflows in adjacentells
are affected and becomemore nearly one dimensional. The following equation,basedon the

Manningequationjs appliedbetweercellsacrossawall underthis condition:

v+1 A1
Qua = KnH = Al (AH) AH (23)

npAd \ Ad
Here, ny, h areaveragedbetweencells; Ad = distancebetweenthe cell centroids. Centroidsare
usedto representell locationsin restrictedspace®r closerto structuresanddry cellswherefree
2-D flow cannotbe assumedandslope$, of the watersurfaceprofile cannotbe determinedaccu-
rately For thesecellsK; is computedoy assuminghatthewatersurfaceslope§, in the Manning

equationis approximatelyequalto 3.

Boundary conditions

Oneboundaryconditionis neededat eachboundarywith diffusionflow. Specifiedheadandspec-
ified flow arethe mostcommonlyusedtypes. The no-flow type boundaryis implementedsimply
by makingF = 0 in (12). The matrix M needsno modificationunderno-flow conditions. In the
caseof aknown inflow rateQ, into acell i throughthe boundaryor dueto pumpingactiity, row i

of sourcetermSin (11) mustbe modifiedas

S—-S+Q (24)

Sourcetermquantitiessuchasrainfall, ET andinfiltration aresummedsimilarly for celli.

If the flow domainis connectedo an external reserwir as the boundarycondition, and if
the reserwoir water level is Hp, the equationfor flow rate into the domainQ, is linearizedas
Qo = Ko(Ho — Hi), in which Ky is similar to the structureconstantKs in (22) andH, andH; are
water levels of the water body andthe cell. The modificationsfor matrix M and vector S are
Mii = M — Ko, and§ — S + KoHo. Implementatiorof headboundaryconditionsis explained

later.

Formulation of the weightedimplicit method

Theordinarydifferentialequationg11) dervedusingthefinite volumemethodaresolvedby using

11



thefollowing weightedfinite differenceformulation
AA HM = AA H + AtaQ + (1— o) QM + At[a S+ (1— a) (25)

in which H" = averagesurfacewater level in cell i at time stepn; o = time weighting factor;
o = 0 and1 for explicit andimplicit problems.Using linearization,(25) canbe expressedsthe

following systemof linearequations:
[AA — aAtM™ . AH = At M .H" + At(1— a)[M" =M™ H" + At[aS™ 1 + (1—a)S"] (26)

Here,Q" = M".H". The solutionmH is usedto updatethe headsusingH"t! = H" +-mH. The
matrix P = [AA — aAtM™1] is so far symmetric. In mary graduallyvarying problemsM ™1 is

replacedwith M" to simplify (26) (Akan andYen,1981). Testrunsshaw thatthis is a usefulpro-
cedurefor mary problems. If this assumptioris not madethenM ™! mustbe updatedby using
aniterative procedureawithin thetime step,by first computingAH using(26) with the mostrecent
estimateof M™1, andnext updatingH™ . Iterationsarecontinuedsimilarly by updatingM "+1

and using (26) until corvergence. Examplesusedin the paperneedonly 2-4 iterationsfor the
cornvergenceof thewaterlevel up to 4 significantdigits. Thistype of iterationwasnot usedin the

currentapplication.

Impositionof a headboundaryconditionto a cell i asH; = Hg is carriedout by reconfiguring

row i of P. Theentirerow i is modifiedby using

Rj = 0 for j=1,2,...nc, j#i 27)
Py = 1 for j=12..nc, j=i
S = HB—Hin

Matrix P is sparsefor large problems. The elementdensityis lessthan 1% for a 1000 cell
discretizationWhena = 0, AH in (26) canbe computedy usinga simplematrix multiplication.
o = 0.5giveshigheraccurag asin the caseof CrankNicholsontype schemesWith rectangular

gridsthefinite volumemethodgivesthefinite differencesolution.
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Solution of the linear equations

Thenumberof equationsn thesystenof linearequationsn (26)is equalto thenumberof cells,nc.
If the cells arenon-uniformandthe physicalpropertiesare non-homogeneoushe problemmay
becomestiff andthematrixmA — aAtM maybecomaell-conditioned.However, mary fastefficient
iterative sparsesolversthat can handleill-conditioned matriceshave recentlybecomeavailable.
The currentmodelwastestedwith the SLAP solver (Seager1988)andthe PetScsolver (Smith,
1995). Both solversuseiterative conjugategradientmethodsand preconditioners Precondition-
ersareusefulin improving the corvergencerateandthe solvability. Without preconditioningthe
numberof iterationsincreasesvith the conditionnumber The conditionnumberof a matrixis the
ratio of the largestandsmallesteigervalues.If the systemof equationdbecomedlifficult to solve
with the choicensparsesolver, At canbereduceduntil A — aAtM becomesvell-conditioned.The
needto re-runthe codedueto non-cowergencecansometimese avoided by reusingM with a

smallerAt.

Active researchs underway to develop fastersparsesolvers. A featureavailablewith faster
packagegyives one the ability to solve equationsat eachtime stepasa sequentiaprocessand
incrementallyimprove the solutionby startingfrom the solutionfor the previoustime step. With-
out suchmethodghe sameor nearlythe sameequationgmay still have to be solvedrepeatedlyat
steadyor nearsteadyconditionswastingcomputeresourcesMany of the new featuresn solvers
canmake the modelrun muchfasterduring sucheventsby carrying out the minimum required
updatingfrom onetime stepto thenext andusingonly afew iterations,dependingn the extentof

transienfflow actuvities.

NUMERICAL TESTS

The modelwastestedfor accurag by applyingit to a numberof testproblemswith known solu-
tions. The first testwasusedto checkthe ability of the finite volume methodto solve diffusion
equationsaccurately The secondestwascarriedout with 2-D diffusiontype overlandflow. The
remainingtestsweredesignedo carryoutanumericalerrorandstability analysis.

Testl
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A groundvaterexamplefrom Wang(1982)wasusedfor thefirst test. In the testa pumpingwell
was positionedat the centerof a 4000m x 4000 m squareconfinedaquifer having a constant
transmissiity (K x aquiferdepth)of 300 m?/day and a storagecoeficient of 0.002. A uniform
initial waterlevel of 10 m andaconstanpumpingrateof 2000m?® /s wereassumedThetriangular
discretizatiorusedwith the modelis the sameasthatshowvn laterin Fig. 5 with 238 cells, except
that the linear dimensionsare scaleddown to fit the areainto the 4000 m x 4000 m square.
The MODFLOW model(McDonaldandHarbaugh,1984) was setup to simulatethe sameflow
conditionsusinga 40 x 40 squaregrid with 1600cells. Figure 3ashaws the waterlevel contours
atthe endof 30 days,obtainedby usingthe circumcentetasedinite volumemethod.Figure3b
shavsthesamecontoursobtainedoy usingthe MODFLOW model. Drawdown curvesatanumber
of monitoringpointsareshown in Fig. 4. Thefinite volumemethodusingtheline-integral-based
flow functionfailedto producecorvex waterlevel contoursnearthe well, andthe resultsarenot
showvn. Thetestshavs thatthe circumcentetbasedinite volumemethodwith only 238 cellscan
producerelatively accuratesolutions. The testalso shows that the circumcenteidbasedmethod
givesbetterresultsthantheline-integral-basedanethodfor locally corverging flow.

Test2

An axisymmetricoverlandflow problemwas usedin the secondtest. The flow characteristics
of this testare someavhat similar to the flow characteristicef the Everglades. The testbed has

dimensiongl61km x 161km (100 miles x 100miles)andaflat bottom.Theinitial conditionis

H = |04575+0.1525c08——)|m for < rme (28)

I max
H = 0.305m otherwise (29)
in which r = distancefrom the domaincenter;rax = 32188m. The Manningroughnesss as-
sumedasl.O;RF, IN andET arengglected.An axisymmetridiffusionflow modelwasdeveloped
basedn thefollowing axisymmetriccontinuity equationto obtainan extremelyaccuratesolution
for the problemusinga fine resolution

a(hr) — a(uhr) _o. (30)

ot or

This solution was usedin computingsmall numericalerrorsin the finite volume modelunder
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differentresolutions. A model, similar to the 1-D model by Akan and Yen (1981) after a few
modifications,wasusedto solve (30) accurately The testwasa 12 day simulationof the water
level using both the axisymmetricmodelandthe finite volumemodel. In the test,Ar = 80.47m
andAt = 1 min wereusedwith the axisymmetricmodelto obtainthe waterlevel in the problem
accurateenoughto computenumericalerrorsin othermodels. The error at the centerwas used
for comparisorpurposedecauseheerroris largestat this point. Thewaterlevel computedaccu-
ratelyatthe centeris 0.442105m. Theexpectedcircularshapeof thesolutionwasalsousedto test

accurag of thefinite volumemodels.

Thefinite volumemodelusingthe circumcenteibasedapproachwasusedwith discretizations
of differentrefinementdo recreatethe resultsof the axisymmetricmodel. The results,obtained
usinga discretizationof 238 cells and 135 nodesand a time stepof 3 hrs, areshown in Fig. 5.
The SLAP 2.0 sparsesolver packaggSeager1988)wasusedto solve the linear equationsand
convergencewvasassumeavhenthelargestchangen thesolutionvectore,, < 0.3 x 10~*m. Other
parametervaluesusedwerea = 0.5andds = 1.0 x 1010 (in equationg7) and(8)). The figure
shows the grid used,andthe contourplot of waterlevels after 12 days. The waterlevel at the
centerof the circular patch,andat cells at radial distancef r =11885m andr = 31000m was
monitoredduring the simulation. Figure 6 shows the generalagreemenof waterlevels at all the
monitoringpoints,usingboththe axisymmetriomodelandthefinite volumemodel. Figure6 also
shownsthesolutionatr = 0 obtainedusingafinite volumemodelrunningwith atime stepof 3 hrs,
anda higherresolutionobtainedusing1536cells. As seenin thefigure,thefinite volumesolution
very closelymatcheswith theaxisymmetricsolutionat this high resolution.

Numerical error and stability

Theaccurag of resultsobtainedrom a numericalmodeldepend®n the spatialandtemporaldis-
cretizations.If a modelis usedto simulateflow featuresof a certainwave length,the resolution
of the meshshouldbe sufficientto capturethatwave length. A descriptionof the variationof the
numericalerrorwith the spatialandtemporalresolutionds providedby Lal (1998).To understand

the behavior of the numericalerrorin the currentfinite volume model, triangularmeshesf dif-
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ferentlevelsof discretizationwereusedin the simulationof the flow patternusedin the previous
testcase. The GMS software package(1995) was usedto generataneshedor this test. An es-
timate of the numericalerror wasobtainedfor comparisorpurposedy presentinghe numerical
erroratr = 0 after 12 daysasa percentagef the depthatt = 0. Numericalerrorwascomputed
by using the previously mentionedaxisymmetricsolution asthe true solutionbecauset hasan
errorterm muchsmallerthanthe error studied. Table 1 shavs a summaryof testresultsfor the
center obtainedby usingcircumcentetbasednethods.Runtimesshovn arefor a SUN Sparc20
(speedd0 MHz, 4.1 Mflops/s measuredvith the linpack benchmarkest, Dongarra,1993). The
iterationsshavn arethe iterationsinsidethe SLAP2.0solver indicatingthe computationakffort.
In the table Ax wascomputedas+/AA. in which AA, is the averageareaof atriangularcell. @is
obtainedaskAx, in which k is thewave numberof the watersurfaceprofile simulatedn themodel
= 21/ (wavelength). TermTt/@ givesanestimateof the spatialresolution measure@sthe average
numberof spatialdivisionswithin half the wave lengthof a sinusoidalwatersurfaceprofile. B is
thenon-dimensionalime stepsize,which is basedntheanalysisof Lal (1998):
g it
CNpy/SH A%

B < 0.25for explicit finite differencemethods.TestO correspondso thetestshown in Figures5

(31)

and6 for 238 cells. Resultsof test12 with 1536cellsis alsoshowvn in Fig 6. Table1 shows that
the solution of the finite volume modelapproacheshe axisymmetricsolutionasthe spatialand
temporalresolutionsboth getfiner. This is true whenthe modelis usingthe line-integral-based
methodtoo. Tablel alsoshaws thatthe run time decreaseandthe numberof iterationspertime

stepincreasesvhenthetime stepis increased.

A testwas conductedio checkthe stability of the modelunderexplicit conditions(a = 0).
Experimentatiorwith differenttime stepsshoved that At at the pointsof incipientinstability of
the testswasapproximately52 hrs, 4.3 hrsand 3.5 hrsrespectrely with 116,376 and 1536 cell
configurationgistedin Tablel. Theseime stepscorrespondo approximate valuesof 0.06,0.02
and0.05respectrely. Incipientinstability wasassumeavhendynamicoscillationswerevisible at

the centerof the solution. Theseresultsconfirm, for example,thatthe tests8-11in Table1, ob-
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tainedfor a = 0.5, would have beenunstableunderexplicit conditions.The approximatestability
limit B = 0.05is usefulin selectinghetime stepfor explicit modelruns.Nonlinearinstability was

not studiedduringthetest.

Numericaltestswere conductedo determinethe corvergencebehaior of the finite volume
codeandtheinfluenceof &5 in (8) on the performancef the code. Testsshavedthatthe number
of iterationsincreasedvhen ds wasdecreasedbo very low values,becausesomeof the K values
in the matrix becamevery large (Lal etal., 1997),andthe matrix becamenoreunconditionaland
ultimatelyunsohableasaresult. The solutionerrorsat the centerafter12 hrswerel mm, 21 mm,
and88 mmasds waschangedo 10-6, 10-> and10~* respectiely. A large 8s causeshe modelto
use(8) insteadbf (7) moreoften. ds = 10~19 wasusedn theaxisymmetridlow test,andds = 10~*

wasusedin theKissimmeestudythatis explainedlater.

Differentsparsesolver optionsin the SLAP 2.0 packageweretestedwhile runningtestO re-
ferredto in Tablel. Thepurposeof thetestwasto investigatehe performancef differentsolvers
andpre-conditions.In the SLAP 2.0 packagehe incompleteLU decompositiorwith conjugate
gradient(CG) solver, incompletelLU biconjugategradientsolver, andtheincompletelLU biconju-
gategradientsolverwith LU decompositionwerereliable,andusedthe leasthumberof iterations.
Thelastoptionwasusedin thetest. The numberof solveriterationschangedwvith the solver type
andods which affectsthe conditionnumberof the matrix. With largetime stepshe SLAP 2.0solver
convergedonly whenlarge a valuesareused. TherecentlydevelopedPetScsolver (Smithetal.,

1995)wasfoundto bemuchmorereliableandfastfor largerproblems.

Application to the KissimmeeRiver

The modelwasappliedto theanexperimentalreanearweir no. 2 of theKissimmeeRiver Basin,
Florida, usingthe samediscretizationandthe bedroughnessisedby Zhaoet al. (1994). In the
applicationby Zhaoetal. theunsteadyflow modelRBFVM-2D wasusedoverthetestareashavn

in Fig. 7, which is approximatelyl402m x 1036m. In thefigure a flood canalpassegrom the
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North to the South(left to right in the figure), anda one-notchweir is locatednearthe upstream
endnearC1 to divertpartof theflow into the river oxbov. The Manningcoeficientsof the flood
plain, main channelandthe river oxbow are 0.03,0.025and 0.04 respectrely. The numberof
nodesandcellsin themixedgrid usedby the RBFVM-2D modelandtheline-integral-basedinite
volumemodelare347 and 327 respectrely. The samenumbersn the caseof the circumcenter
basedmethodare347and634respectiely. For the circumcentetbasednethodthe quadrilaterals
weredividedinto triangles. The resultsof the problemfor aninflow of 221 m3/s atthe upstream
boundaryanda stageof 13.57m at the downstreamboundaryare shavn in Fig 7, after running
themodeluntil areasonablysteadystateis reached.Theresultswereobtainedafterincludingthe
velocity headV?/(2g) in (5). Whenthe samesimulationwas repeatedwith the omissionof the
velocity head,the waterlevel at C1 droppedby 1 cm. Waterlevels at otherlocationsremained
practicallyunchanged.Figure 7 shavs contoursof waterlevels, andthe waterlevel monitoring
points. The elliptical patchof contoursin the figure shavs a smalldry area. Figure8 shaws the
velocity vectorsdrawn at the circumcentersising(21). Theapparenoverlapof arravsin the plot
is dueto the nearright-angledtrianglesin the grid, which make the circumcentersiearlyoverlap.

Figure9 showvstheresultsof the sametestobtainedusingtheline-integral-basedanethod.

Comparisorof waterlevelsandwatervelocitiesin Table2 shovsthatthewaterlevelsobtained
with the currentmodelagreewith the physicalmodelresultsandthe RBFVM-2D modelresults
atmary locations.However velocitiesat O2, representing narrov canalsegmentof the Oxbaw,
thatwere obtainedby usingdiffusionflow modelsdid not agreewith othervelocities. Compari-
sonof thecircumcentetbasednethodwith theline-integral-basednethodshowv thatbothmethods
producedsimilar flow patternsn the Kissimmeeapplicationunlike in thetestcaseswith alocally
corvergentor divergentflow fieldsin whichtheline-integral-baseanethodproducedunacceptable
local results. This occurredbecausehe averagedE in (13) doesnot provide a very accuratees-
timate of dischagesacrosswalls in acuteangledtriangles. Certainvelocitiesnearthe boundary
arenot shovn in Table2 becausdine integralscould not be computedwith this methodwithout a

closedpathof integration.
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With the Kissimmeeapplicationit wasalsofoundthattheline-integral-basednethodrequired
approximatelys50 iterationswhenusing 20 s time stepsandthe SLAP conjugategradientmethod
usingLU decompositiorpreconditioner The circumcentemethodrequiredapproximately200
iterationsfor the samecase.Theruntime for the currentmodelis a smallfraction of theruntime
of explicit modelssuchasRBFVM2D requiring1-2 s time steps.The PetScsolver (Smith, 1995)
with anew C++ versionof thecurrentmodelcanreducethenumberof iterationsto lessthan5 with
evenlargertime steps,andmake the modelrun muchfaster With the developmentof betterand
fasterexternalsparsesolversusingparallelprocessingandothermethodsjarge scaleapplication
of themodelto SouthFlorida continueso becomdessexpensve, just with the upgradingof the

solver.

SUMMARY AND CONCLUSIONS

An implicit finite volumemodelwasdevelopedto simulatediffusionflow acrossarbitrarily shaped
landscapesTestswereconductedo verify themodelresultsby comparinghemwith resultsfrom

theMODFLOW modelandanaxisymmetrianodel. Themodelwasalsoappliedto avarietyof test
problemsusingarangeof spatialandtemporaldiscretizationgo studythe behaior of numerical
errors. Resultsshav thatnumericalerrorstendto becomesmallerwith finer discretizationsthus
confirmingthe numericalconsisteng condition. The explicit option (a = 0.0) shoved incipient
instability whenthe non-dimensionaime step3 exceedsapproximately0.05. Theimplicit option

wasstablefor large valuesof . Resultsshow that, by selectinga spatialresolution(tt/¢) of more
thanabout3 divisionsperhalf sinewave, numericalerrorsfor thetestproblemscanbereducedo

lessthat1%.

The model useddifferentwall typesto represenstructureflows, no flows, and 2-D flows.
Flow acros2-D walls werecomputedby usinga line-integral-basednethodanda circumcenter
basednethod.Resultsshav thatthe circumcentetbasednethodproducedoetterresultsunderall

the conditionstested,andthat the line-integral-basednethodsproducedocal errorswhenused
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with triangulardiscretizationgo simulatelocally corvergentor divergentflow patterns.Theline-

integral-baseanethodbecomeshechoicewhenpolygons nottriangles areusedin thediscretiza-
tion. This methodalso neededewer iterationsinside the solver whenusedwith testproblems.
Application of both methodso the KissimmeeRiver shovs thatthe resultsagreewith the results
of the physicalmodelandthe RBFVM-2D model. The sameapplicationshoved that, while the
RBFVM-2D modelneededL-2 stime stepsthe currentmodelcouldberun fasterwith time steps

over 10timesaslarge,evenwith oldersolvers,andmary moretimesfasterwith modernsolvers.

The structureof the currentfinite volume model allows new wall flow function typesto be
addedto the existing circumcenterandline integral types,and new structuretypesto be added
in the sameway. This featureis usefulfor future extensionsof the modelinto morecomplicated
areasof SouthFloridaandthe Everglades. Increasinglypowerful sparsesolverscancontinueto
speedcomputationsn the future andmalke it possibleto simulateflows with muchfiner spatial

resolutionsandlargertime stepsotherwisepossible asdemonstrateth the examples.
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DEFINITION OF VARIABLES

Variable Definition

E enegy head(m).

IEr averageflux vectoracrosghewall r.

F flux vectorat a nodek.

g gravitationalacceleration.

H averagewaterlevelsof all thecells,in vectorform (m).

H waterlevelsatthe nodeg(m).

h depthof water(m).

K hydraulicconductvity (m/s).

M matrix obtainedafterlinearizingQ.

n unit normalto awall.

Np Manningroughnessoeficient.

Q(H) inflow into all thecells,in vectorform.

Qs flow rateacrossa structure.

S sourceor sink termsfor all thecells,in avectorform.
S friction slopevector

S slopeof thewatersurfaceor theenegy surface.

Vv flow velocity vector

u,v x andy component®f flow velocity (m/s).

X,y spacecoordinategm).

X,y nodalcoordinates.

z groundelevationabove datum(m).

JAVAY adiagonalmatrix with thecell areasatthediagonals.
AA areaof cell i
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Variable Definition

~

AA; areaof shadav cell i

Adrn distancebetweercircumcenter®f trianglesm andn.

Al lengthof wall r.

Os slopebelon which only anapproximatéManningeq. is used.
At time step(s).
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Tablel: Solutionsof thetestproblemsausingvariousdiscretizationsResultsof testO with non-homogeneouslisare

shawvn in Figs5 and6. CPUis anabbreiation for centralprocessinginittime.

Test | No. elem.| No.nodes| CPU(s) | No.iter. | Ax(m) At (S) | heng (M) | /@ Bl e%
1 116 69 2.4 18 | 14939| 51840| 0.4488| 2.15| 0.016| 1.09
2 116 69 8.8 12| 14939| 10368| 0.4484| 2.15| 0.003| 1.03
3 116 69 16.4 11 | 14939 5184 | 0.4484| 2.15| 0.002| 1.02
4 376 209 6.0 40| 8298| 207360| 0.4450| 3.88| 0.212| 0.48
5 376 209 25.1 19| 8298| 20736| 0.4446| 3.88| 0.021| 0.40
6 376 209 43.6 17| 8298 | 10368| 0.4444| 3.88| 0.011| 0.38
7 376 209 78.8 13| 8298 5184 | 0.4444| 3.88| 0.005| 0.37
8 1536 809 60.1 104 | 4105| 518400| 0.4540| 7.84 | 2.166| 1.96
9 1536 809 75.3 78 | 4105| 207360| 0.4449| 7.84| 0.866| 0.48
10 1536 809 98.3 67 | 4105| 103680| 0.4450| 7.84 | 0.433| 0.48
11 1536 809 258.0 35| 4105| 20736| 0.4439| 7.84| 0.087| 0.29
12 1536 809 436.0 27 | 4105| 10368| 0.4437| 7.84| 0.043| 0.27

0 238 135 27.7 1| 10429 5184 | 0.4390 0.50 | 0.49
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Table2: Comparisorof physicalmodelresultswith the resultsof the finite volumemodelsusing
circumcentetbasedwalls andline-integral-basedvalls. Resultsof the finite RBFVM-2D model

by Zhaoetal. (1994)arealsoshavn.
Gage| Physicalmodel | RBFVM-2D model| Circum.meth. | Lineint. Meth.

Velocity | Stage| Velocity Stage| Velocity | Stage| Velocity | Stage

m/s m m/s m m/s m m/s m
C1 0.30| 13.87 0.29 13.78 0.24| 13.87 —113.85
C3 0.23| 13.57 0.21 13.60 0.26| 13.66 —113.62

C4 0.23| 13.57 0.25 13.60 0.25| 13.61 0.28| 13.61
C5 0.23| 13.57 0.29 13.57 0.25| 13.60 0.29] 13.59
C6 0.23| 13.57 0.31 13.58 0.27| 13.57 0.27] 13.58
Cc7 0.29| 13.57 0.33 13.69 0.21| 13.57 - 13.57
o1 0.85| 13.67 0.67 13.69 0.98| 13.77 0.70| 13.73
02 0.49| 13.67 0.44 13.64 0.06| 13.60 0.14| 13.64
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1: A diagramshowing the definition of variablesusedin theline integral method.
2: A diagramshawing the definition of variablesusedin the circumcentemethod.
3 a: Drawdown contoursobtainedusingthefinite volumemaodel.

3 b: Drawdown contoursobtainedusingthe MODFLOW model.

4: Variationof dravdown with time at differentdistances.

5: A contourplot of thewaterlevelsin theaxisymmetrictestproblem.

6: Variationof thewaterlevel with time in the axisymmetricdestproblem.

7: A contourplot of the waterlevelsin the Kissimmeeriver, obtainedusingthe circumcenter

method.

Fig.

8: A vectorplot of thewatervelocitiesin theKissimmeeriverobtainedusingthecircumcenter

basedvalls.

Fig.

9: A contourplot of thewaterlevelsin the Kissimmeeriver, obtainedusingtheline-integral-

basedwalls.
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Fig. 2: A diagramshawing the definitionof variablesusedin the circumcentemethod.
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ABSTRACT

Numericalerrorestimatesreusefulto evaluatetheapplicabilityof overlandandgroundvaterflow
models,andverify the validity of their results.In this paper methodsof estimatingnumericaler-
rorsaredevelopedandthenappliedto evaluatethe numericalaccurag of the SouthFloridaWater
ManagemeniModel SFWMM. Analytical expressiondor errorsgeneratedduring the propaga-
tion of disturbanceslueto well pumping,boundarywaterlevel changesndrainfall areobtained
for steadyand transientconditionsusing Fourier analysisof the linearizedgoverning equations.
Differentsituationsunderwhich truncationerrorsareintroducedinto models,andtheir variation
with the spatialandtemporaldiscretizationarediscussedNumericalexperimentsarecarriedout
with the MODFLOW model,anda numberof implicit andexplicit modelsto verify the results.
Dimensionlesparametergareusedin the expressionso thattheresultscanbe usedto determine

discretizatiorerrorsin in ary existing or new finite differencemodelof regionalor local scale.



INTRODUCTION

The numberof computermodelsusedto simulatevariousoverlandflow and groundvater flow
conditionshasincreasedecentlydueto theincreasedeedto analyzeernvironmental agricultural
anddevelopmentalssuesln SouthFlorida,modelsof differentscalesareusedfor planning,man-
agemeniandregulation of waterresources.Regional modelsare usedmostly to addressssues
relatedto planningand managemenof waterresourceswhile mediumand small scalemodels,
with county-wideandlocal coveragesare usedfor regulatory and permitting applications. The
multi-ageng effortsto implementherestoratiorof the Evergladeshave alsoincreasedheinterest
in, andrequiremenfor variousmodelingefforts. As aresultof the multiple andoverlappinguse
of models,the needto understandand properly apply andinterpretthe resultsof thesemodels
hasincreasedreatly Thecurrentstudyis aimedat understandinghe relationshipsamongspatial
andtemporaldiscretizationsandnumericalerrorsof groundwaterandsurfacewatermodels.Both

steadyandunsteadycasesareinvestigatedor avariety of applicationsusedin SouthFlorida.

Most groundwvater and overlandflow modelsare basedon applying a numericalmethodto
solve a parabolicpartial differentialequationthatis sometimegseferredto asthe diffusion equa-
tion. Diffusion flow modelsof varying resolutionsare usedto examinehydrologic processest
differentscales. Numericalmodelsof any scalecontainuncertaintiegdueto inaccuraciesn the
inputs, parametersand algorithms. Input uncertaintyis dueto inaccurateor inadequatespatial
andtemporalinput datasuchasrainfall, andevapotranspirationT his causeof uncertaintycanbe

reducedby improving the dataquality andthe densityof the datacollectionnetwork. Parameter



uncertaintyis mainly dueto inaccuratevaluesof spatially varying physicalcharacteristics.This
errorcanbe reducedsomeavhatby calibration(Neuman,1973,Willis andYeh,1987,Lal, 1995).
Numericalerrorsareconsideredo bethe sourceof algorithmuncertaintydiscussedhn the present
paper Variousunconditionallystablenumericalmethodsusing implicit or other methodshave
madeit possiblefor modelergo usealmostary discretizationwith computermodels.Unlike ex-
plicit methodswherethereis someerrorcontrolbecausef thestability condition,implicit models
suchasMODFLOW needguidelinesto selectdiscretizationsothatthe erroris known andcon-

trolled.

RichtmyerandMorton (1967)have compiledmary of the basicdevelopmentdehindconsis-
tengy, convergenceandstability of parabolicandotherproblems.in mary of theearlyapplications,
the primary methodof numericalerror controlis to usea discretizatiornthat satisfieshe stability
conditionsderived using Von Neumanand other methods. Error analysisof partial differential
equationsgenerallyprovides an orderof-magnitudeestimate. Error control is commonlyused
whensolvinginitial value problemsthatinvolve ordinarydifferentialequationsasin the Runge-
Kutta-Fehlbey methodandthe Adamsvariablestep-sizgredictorcorrectormethod(Burdenand
Fairs, 1985). Andersonand Woessne 1991) suggestedhat empiricalmethodsbasedon model
convergenceshouldbe appliedto control numericalerrorsin MODFLOW applications. Hirsch
(1989)useda methodfor erroranalysisbasedn linearizationandFourier Analysis. This method,
whichis similar to the Von Neumanmethodfor stability analysis hasbeenusedfor diffusionand

otherequationsLal (1998)usedthe samemethodwith additionalexpressionslerivedfor compu-



tationaltime to evaluateandcomparghecomputationaperformancesf variousnumericaimodels
usedto solve diffusionequations.The subjectof erroranalysisandoutputevaluationhasbecome
increasinglyimportantbecausé¢he spaceandtime discretizationsisedin somemodelapplications
arearbitrarily chosen.Theuseof unconditionallystableimplicit methodshasalsocomplicatedhe
useof the stability conditionasan error control. The currentstudy extendsthe ideasof Fourier
analysisusedby Hirsch (1989)andLal (1998a)to develop expressiondor numericalerrorsof

mary groundvaterflow andoverlandflow models.

Numericalerrorsare introducedwhenthe solutionto the governing partial differentialequa-
tionsis representedby discretevaluesin the model,and whenthesediscretevaluesare usedin
numericalcomputationsn thefinite differencemethod.Numericalerrorsintroducedn therepre-
sentationof dataandduring computationsarediscussedn the presenfpaper Stressesnderrors
dueto conditionscommonin SouthFloridasuchasvariablewaterlevelsin canalsyariablepump-
ing ratesin wells, and variablerainfall are analyzedseparately The principle of superposition
makesit possibleto combinethesecases.The erroranalysisis conductedor anarbitraryFourier
componentand the steadystate. The resultsare presentedn dimensionlesgorms and verified
usingMODFLOW andothermodels.Theresultscanbe usedin awide variety of practicalprob-
lemsto determinenumericalerror. An applicationof the methodis presentedo demonstrate¢he

evaluationof anoverlandflow modelanda groundvaterflow modelfor SouthFlorida.

NUMERICAL SOLUTION OF THE DIFFUSION EQUATION

Two dimensionalgroundvaterflow andoverlandflow canbe explainedusingthe following gov-
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erningequation For overlandflow, theequations derivedby neglectingtheinertiatermsin the St

Venantequations(HromadkaandLai, 1985,Lal, 1998).

oH 0 oH 0 oH
= (K== — [ K=— 1
S"at ax< 6x)+6y< dy)-i_S @)
in which, H = h+ z = waterlevel or water head;S = sourceand sink termsrepresentingain-

5
h3

- whenthe

fall, evapotranspiratiomndinfiltration. For overlandflow, h = waterdepth;K =

Mannings equationis used;n, = Manning’s coeficient; S, = watersurfaceslopeands. = 1. For
groundvaterflow, s; = storagecoeficient; K = transmissiity of theaquifer assumingnisotropic
material;K = kch for unconfinedflow in which h = waterdepthof the saturatedayer andk; =

hydraulicconductvity. Theflow vectoris computedising
Q=KOH )

in which, Q = flow vectorgiving flow rateperunit width. Whena weightedimplicit finite volume

formulationis used,(1) canbe expressedor anarbitrarycell as(Lal, 1998)

At SAt

At
IS = ) 0 Qua(H*) o o (1 ) Qra(H) o 2 3)

SAA

in which AA = areaof thecell; Qna = netinflow to thecell; a = weightingfactorfor semi-implicit
schemesn = time step;§: weightedaveragesourcetermfor the areaduring the time step. For

therectangulagrid usedin thestudy Qne (H) is givenby
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Qnet(H) = Ki g (Hivej—Hij) +K_g j(Higj—Hij)

K s (Hijra = Hi ) + K s (Hij 1 —Hij) (4)

1
2
Explicit andtheimplicit methodsareobtainedby usinga = 0 and1.0 with (3) and(4).

NUMERICAL ERROR ANALYSIS

Numericalerrorsarepresenin computemodelsbecaus®f the useof discretevaluesto represent
continuousfunctionsexplaining flow conditions,andthe use of numericalmethodsto approxi-
mately solve the governingequations. Texts by Richtmyerand Morton (1967) and Sod (1985)
aretwo of the early andrecentbooksthat describethe generalmethodsof Fourier analysisand
complex analysisusedin analyzingnumericalmethodsandin analyzingerrorsin the currentpa-
per. Hirsch (1989)describedhe adaptatiorof someof thesemethodsof stability analysisto error

analysis.

In this paper errorsareconsideredo beintroducedn threedifferentwaysevenif they canall

beclassifiedastruncationerrors.

(A) Errorsareintroducedvhentheinitial andboundaryconditiondataarerecordedandprovided
to the modelasdiscretevaluesin time andspace.Dueto this type of errorin "representa-
tion”, spectracomponentsn the solutionwith frequencie®r wave numbersabove a certain

valueareeithercompletelytruncatedpr notrepresentedccurately

(B) Errorsareintroducedif the internaldiscretizationof the modelis not sufficient to carry the
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solutionover the entiretime and spacedomain. For example,evenif the time stepis suf-
ficient to describea boundarydisturbanceif the spatialdiscretizations inadequateat ary

pointin its path,the solutionmaynot propagateccurately

(C) Numericalerrorsare alsointroducedwhen computationsare carriedout using the Fourier
componentshatareleft overanddid not vanishdueto reasongyivenin (A) and(B). Com-
puter modelsare basedon numericalapproximationdor derivatives, etc. They usefinite
differencesand other methodsfor theseapproximations. The truncationerrorsresulting

from theseapproximationsreconsideredere,andarecomputedusingFourieranalysis.

Higherfrequeng componentsn the solutionaresubjectedo theseerrorsmorethanthelower
frequeny componentsThey will be quantifiedusinganarbitrary Fouriercomponenbf the solu-
tion. Assumingthata componentanbe describedisingits wave numberk (k = 21/ wavelength)
or frequeng f (f = 21/ period),thefollowing approximatesxpressionsvereobtainedor time or
spacediscretizatiorerrors(A) and(B) of 1-D and2-D problems. A Monte Carlomethodwasused
to determindheseerrorsby representinglargenumberof different1-D and2-D wave shapesvith
randomwave numbersaandrandomphaseshiftsusinga uniform grid, andestimatinghe maximum

errorsbetweerthetrue solutionandthelinearly interpolatedyrid—basedolution.

@ = 058 or gg=40¢* forl-D (5)
@ = 035\ or g=7.8¢" for2-D (6)

in which, e = maximumpercentageliscretizatiorerror The spatialdiscretizatiorerroreq exists

evenwith the smallesttime stepspossible. @ = kAx is the dimensionlesgorm of Ax. The same



13

equationappliesfor time discretizationsvhen@ is replacedwith  in which = fAt. Quantity
¢ wasalsousedby Hirsch (1989)to make Ax dimensionlessgq only dependsn the geometri-
cal shapeof the wave form. For 1-D problems,1% and5% errorsin discretizationfor example,
correspondo @ or Y equalto 0.5and 1.1 respectrely. For 2-D problems,they correspondo ¢
or Y equalto 0.35and0.80respectrely. An easierway to visualize@ or Y is to considerthat
approximatelyg grid space®r discretizationsreneededo describehalf thewave lengthof asine
wave. It canbe seenthatapproximatelysix grid spacesare neededver the lengthof half a sine
wave to representt sothatthe maximumerroris < 1%. Threediscretizationger half sinewave
or @ = 1.05makesthe maximumerror < 4.5%. Equation(6) canalsobe obtainedusingactual

modelruns(Lal, 1998a).

The error explainedin (B) can be understoodby realizingthat k and f of a single Fourier
componenarerelatedasaresultof thegoverningequationsTherelationshipbetweenf andk can
be obtainedfor diffusionflow usingsolutionsof theform H = Hge! ) andH = Hge! (tky—ft)
respectiely for 1-D and 2-D problemsin which | = /—1. In the caseof 2-D problemsk is
assumedo bethe samein bothx andy directionsfor simplicity. Substitutingthe above forms of
the solutionin the governingequationsit canbe shavn thatwave numberk of a sinusoidalwater

level variationin a semi-infiniteaquiferis relatedto the disturbingfrequeng f by
K
f=d—K 7
& (7)

in which,d = 1 and2 for 1-D and2-D problemsrespectiely. For a problemwith a constandis-

turbanceH = Hpsin( ft) maintainedattheboundarythe samesolutionis truewith d = 2 and4 for
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1-D and2-D problems.

Computational errors

To estimatecomputationakrrors(C), the behaior of the numericalschemean responsdo anar-
bitrary i th harmonicwith a wave numberk; = %‘ is comparedvith the behavior of the governing
equationwith respecto thesameharmonic.In theequationN = L/Ax in which L is thelengthof
thedomainin x direction. A grid spacingof Ax would allow a minimumwave lengthApin ~ 2AX
anda maximumwave lengthAnax & 2L. In theanalysisaterm@ definedas@ = kjAx is usedto
representhei th harmonicin dimensionlesgsorm (Hirsch,1989). The subscriptis oftenremoved
for simplicity. A termy = fAt canbedefinedsimilarly to represenéharmonidn thetime domain,
in whichthefrequeng f = 2mr/T,, andT, = wave period. @ is usedasthe dimensionlessariable

to describehe spatialdiscretization.

For numericalmethodsbasedon finite differencesananalyticalexpressiorncanbe derivedfor

thenumericalerror (Hirsch,1989,Lal, 1998).
e=1-|G| (8)

in which, € = magnitudeof theanalyticallycomputechumericalerrorpertime stepasafractionof
theamplitude;G = ratio of amplitudesof numericalandanalyticalsolutions,or the amplification

factorof thenumericalmethod.

G 1—4d(1-a)Bsirt(g/2) 1

1+4daBsiré(@/2) e 9B ®)

B= SEAA;Z = non-dimensionaform of At; d = 1,2 for one and two dimensionalproblemswith
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squaregrids. Equation(8) whichis derivedassumingheanalyticalsolution(7) (Hirsch,1989)can

be expandedo give

2n2 2 2742 2
_ OB dbgt | AP dKKAA

& > Tt T g T s

(10)

in which 4+ and — signscorrespondo implicit andexplicit modelsrespectrely. The cumulatve
numericalerror after mary time steps.ey, dependn the numberof time stepsn;, andthe error
at eachtime stepe. Error et is boundedby nig, in which ny = T /At. This boundis obtainedby
assuminghatthe errorsareadditive. In the sinecycle, theseerrorsareadditive for half the cycle

andsubtractve for the otherhalf. Theboundis

e TKK® ¢
B s dB¢?

e~ fT (11)

where, k = wave numberof the harmonic;T = maximumdurationover which a givenharmonic
staysin the computationadomainandaccumulate®rrors. Examplesshovn belov demonstrate
how fT is computed.In the problemof awaterlevel variationdrivenby a stationaryrainfall pat-
tern, fT = 11/4 becausehe erroris largestafter a quartercycle. In the problemof a waterlevel
disturbanceat the boundaryof a semi-infiniteaquifer the disturbanceravels at a speedof f /K,
andcoversadistanceX in time T making fT = kX. It canbe shavn using(16) describedater
thatthe absoluteerrorin this problemis maximumwhen fT = 1. Similarly it canbe shown that

fT < 3for mostpracticalapplicationgor which error< 5%.

Equation(11) can be simplified by using a truncatedTaylor seriesexpansion. For explicit,
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implicit andsemi-eplicit 1-D and2-D finite differencemodels,

er (eplimpl D) ~ TP(p-) (12)
e (semi-impll-D) ~ fT[%—%(BZ—%} (13)
et (expllimpl2-D) =~ fT@?(+ B—— (14)
et (semi-impl2-D) ~ fT[—%+—(p4(BZ 120)} (15)

The positive and negative signsapply for the explicit andimplicit methodsrespectrely. Semi-
implicit methodsusea = 0.5. Explicit 1-D and 2-D modelsadditionally require 3 < 0.5 and
B < 0.25respectiely for stability. Numericalexperimentswill latershow thatoffsetsof 3 suchas
1/6 and1/12in (12) and(13) canbe neglectedespeciallywith implicit methodsusingrelatively
large 3. The above equationsalsoshawv that semi-implicit methodsare secondorderaccuraten

time becausé is to thesecondpower.

PROPAGATION OF ERRORS

Whenthe waterlevel in a canal,tidal bay or the oceanvaries,a disturbancan headis created
which travels away from the sourceof the disturbance Waterlevel changesiueto suchstresses
constitutean importantpart of the solutionin mary models. To understanchumericalerrorsin
suchsolutions propagatiorof a sinusoidadisturbanced = Hgsin( ft) in a semi-infiniteaquiferis
studiedin 1-D. It canbe shavn thattheanalyticalsolutionfor headin sucha semi-infinitemedium
is

H (x,t) = Hoe *sin( ft — kx) (16)
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in which, f = 2Kk?/s. accordingto (7). Theanalyticalsolutionfor dischageis givenby

Q(xt) = \fszHoe*szin(kx— ft — g) 17)

Equation(16) shows that the amplitudeH becomedessthan 1%, 5% and 37% of the starting
amplitudeHy when fT = kX > 5, 3 and 1 respectiely in which T and X aredescribedearlier
asthe time or the distanceof evolution over which errorsaccumulate. Thesevaluesshav that
thewaveformsbecomenggligible aftertraveling aboutonecycle. Insteadof thefixed percentages
suchas1% or 5%, if thedecayedamplitudeis expressedsafractionagy of theoriginalamplitude
in (16), theratio of theamplitudesof H(x,t) andHgp or exp(—kx) = o4 canbeusedto expressthe

exactsolution(7) as

X2 Inag)?
KT Inag
Sc—l-% - 8w (19)

in which, T, = periodof thewave; L, = wave length. Theseequationsaresimilar to theequations
derivedby Townley (1995)andusedby Haitjema(1995)for transientstateanalysis.They canbe
usedto determinethe lengthandthe time scalesof a disturbancen a porousmediumwhenthe
disturbancénasa period Ty or awave lengthL . Thenumericalerroratadistancex from the point

of disturbances computedusing(11l)and f T = kX asdiscussecarlier

ke

er(x) = e (20)

Thisequatiorshavsthatasapercentagehenumericalerrorincrease$inearlywith x. Sincewater

level fluctuationsdecreasexponentially the absoluteerrorfirst increasesndthendecreasewith
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thedistancegiving amaximumer of approximately0.37¢?B, at fT = kX = 1.

In orderto verify the accurag of the analyticalestimatedor numericalerror, € valueswere
computedor a 1-D semi-infiniteproblemusingboth analyticalandnumericalmethods.The nu-
mericalexperimentinvolved studyingthe decayof the amplitudeof a sinusoidaboundarydistur
bancewith distance. The errorin the amplitudeof the numericalmodel et was determinedby
subtractinghe analyticalamplitudefrom the amplitudeobtainedfor the numericalmodel. Equa-
tions (16) and (17) were usedto computeanalyticalamplitudes. The graphof €1 againstx is
obtainedby subtractinghe analyticalamplitudeenvelopefrom the modelamplitudeenvelope.To
obtainthe modelamplitudeernvelope,over 1000 cycles of sine waveswere passedhroughthe
domainfirst until a sufficiently steadyinitial initial conditionis reached.Then,the ervelopewas
determinedy sendingover 200sinewavesuntil afairly steadyervelopecurveis formed.Figurel
shows onesuchamplitudeervelopefor the MODFLOW model(@ = 0.8, 3 = 0.78)andits graph
of e7 versusnumberof grids pointsfrom the boundarywhenthe total numberof equallyspaced
grid pointsis 100. Errorsat the sinewave peaks(maximums)andtroughs(minimums)are both
showvn. The graphof €7 versusx is approximatelystraightnearthe boundaryandhasa gradient
ke/(B¢?) accordingio (20). Model valuesof € canbe obtainedfor variouscomputemodelsusing
this gradient. Eachof the numericalexperimentdeadsto onepointin the € versusp plot. Since
dimensionlesparameterareused,the actualphysicaldimensionsandphysicalconstantaisedin
the testsare not important. The analyticalplot of € versusf3 was obtainedusing (8). Explicit,

semi-implicitandthefully implicit MODFLOW modelsvalueswereobtainedusinga = 0.0,0.5
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andl.0withd = 1.

Figures2, 3 and4 show thee valuesobsenedin the ADI, explicit andthe MODFLOW(PCG2)
modelsrespectiely andthe correspondin@nalyticalvalues.A rangeof @ valuessuchas0.2,0.4
and0.8wereusedin theexperiments All thefiguresshav thatthe analyticalandnumericalplots
of € agreevery closely implying that the analyticalexpressiongderived for numericalerror are
accuratdor themodelsinvestigated Theseresultsaresimilar to theresultsshavn by Lal (1998a)
obtainedusing a waterlevel subsidencexperiment. Figure 3 shavs that the error measureds
the (numericalvalue— analyticalvalue)is smallwhenf3 =~ 0.16,andbecomesegative whenf3 <
0.16. The dashedine in Figure 3 shows that the approximateform of the analyticalsolutionin
(12) basednatruncatedraylor serieds alsorelatively accurate Thebehaior of errorwith 3 and

¢ for aproblemwith atriangularmeshis demonstratech the paperby Lal (1998b).
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NUMERICAL ERRORSOF FLOW VELOCITY AND DISCHARGE
In overlandflow andgroundwaterflow modelsbasedon the diffusionequationsdischage across

two neighboringecellsis
n

HY 1 —H
/20 = K= (21)

in which, H"; andH’ arethehead$fthecells;Qir‘+ = flow ratebetweensgellsperunitwidth.

|+1’j %a]

In orderto computethe numericalerrorin theflow, a solutionfor a Fouriercomponenbf theform

H"=H{ exp(l ¢i) is substitutedn (21)to obtainQi”H/z = 2KH{I sin(@/2) /Ax. Usingananalytical

solutionof theform H (x,t) = Hoexp(—Kk?t) exp(I kx) for which the numericalsolutionis H", the
governingequationcanbeusedto obtaintheanalyticalflow rateasQ(x,t) = KkIH (x,t). Theratio

betweenmumericaland analyticalamplitudesof Q andQ(x,t) cannow be usedto compute

n

i+1/2

thenumericalerroraseg = 1— 2|G|sin(¢/2) /@in which |G| in (8) is computedasH"/H (x,t). €q

canberelatedto € for small @ usingthe approximateelationship
2sin(2)

¢

EQRE (22)

in which eg = numericalerrorin dischage for onetime step,asa fraction of the analyticaldis-
chage for the specificFourier component.Numericalerrorsin flow velocity anddischage are
given by the sameexpression.Comparisorof (8) with (22) shavs thatthe errorin the headand

thedischage areapproximatelythe samewith theformerslightly highet

Theaccurag of (22) canbe verified in the sameway it wasdonefor the head,by simulating
the propagatiorof sinusoidaldisturbancesn head,andobservingthe decayof the amplitudesof

thesinusoidadischageratewith distance.This methodis similar to the methodusedfor errorsin



21

head.The methodis startedby first runninga modelfor along periodof time, passingover 10000
cyclesof wavesuntil a fairly steadywave shapes establishedstheinitial condition. Errorsare
computedby assuminghe analyticalsolution (17) to be exact. The gradientof the error versus
distancecurveis usedasbeforeto computeeq for themodel. Figure5 shovs aplot of g with 3 for

afully implicit model(a = 1) wheng = 0.5,1.0,and1.5. Accordingto thefigure,theanalytical

estimate®of errorcomparewell with thevaluesobseredin the models.

NUMERICAL ERRORSNEAR WELLS UNDER VARIABLE PUMPING RATES
Numericalerrorsof modelresultsare large closeto groundvater wells becauseof the extreme
cunvaturein the solution. The Thiem equationprovides an approximatebut efficient methodto
computewater levels very closeto a well whenthe waterlevel of the cell is known (Anderson
andWoessnerl991). Numericalerrorat andneara cell containinga well subjectedo a variable
pumpingrateis investigatedn this section. The resultsare usefulin selectingthe optimal dis-
cretizationfor new models,andin evaluatingthe outputof existing models.All theformulasare
derivedfor anarbitrary Fouriercomponenbf the pumpingratetime series. Thewell is assumed
to be circular, andsituatedat the centerof a squarecell to simplify the derivations. Evenif some
of theseassumptionsnay not be true in the actualapplication,resultsof the studyare usefulin

understandinghe behaior of numericalerrorsnearwells.

Thefollowing equationgoverninggroundvaterflow aroundawell is usedfor theanalysis.

oH Ko oH

S = ?a(ra—r) (23)

Considera solutionin the form H = R(r)T(t) in which T(t) = exp(l ft). Using separatiorof
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variables(23) canbereducedo

rzﬂ?_Hd_R_ | f Rr2s. _
dr2 dr K

0 (24)

Using a characteristidength A = \/K/(fs), radiusr canbe madedimensionlesasf = r/A.
Similarly, t canbemadedimensionlessisingt = ft. Thegenerakolutionof (24) thatis alsofinite
ati — o canbeexpresseds

H(f,t) = cKo(F) exp(If) (25)

in which Ko (f) is a modified Besselfunction; c = a constantthat hasto be determinedfor the
specificproblemwith specificboundaryconditions. Considera well of radiusr,, pumpedwith
a sinusoidalpumpingrate Q(t) = Qosin(f). The constantt canbe determinedby assuminghat
Q(t) = flow rateatf = fy, of the solutionin (25) in which f\y = dimensionlessvell radius. This
assumptionis valid for most wells in South Florida where the storagecapacityof the well is
negligible. Substitutinge into (25), it is possibleto obtainthe analyticalsolutionof the pumping
problemas

ScQoKo(F) o

H(f,t) = in(t) f f > 26
(F,1) 2Tn<fWK1(fW)SIn() or f>fy (26)

In the caseof extremelysmalldiametemwells, K1 (fw) — 1 asfy — 0, and(26) becomes

H(,f) = 7&%;;(0 sin(f) 27)

Equation26 shaws that the amplitudedecaysrapidly with distanceas exhibited by the behaior
of Ky. Equation26 is usedasthe exact solutionwhencomputingthe numericalerrorin a square
finite differencecell. Table1 shows the variationof the portion Ko(f) /(FwKz1(fw)) of (26) asan

indicatorof this amplitude.Thetableshowns theinfluenceof thewell; for example,whenf > 2.75
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andfy, =0.5or less,theamplitudeof thewaterlevel fluctuationwill decayto lessthan5%. When

fw =0.1,thenf > 1.95for theamplitudeto decayto 5%.

In orderto determinghenumericalerrorin amodelwhenusedto simulatepumping,a Ax x AX
squarecell containingthewell is simulatedoy approximatingt asanaxisymmetrigoroblem.The
squarecell is approximatedasa circular areaof an equialentradius. The headat this radiusis
consideredas the model headfor that cell. The equvalentproblemis solved by assumingthe
solutionto bein the form (25) with a valueof c to be determinedisinga waterbalancesquation.
Integral form of the continuity equationfor the cell is asshavn below, in which the first termis
the pumpingrate, the secondtermis the seepageatethroughthe cell wall, andthe third termis

therateof changeof total watervolumein thecell.

ra H
2T|rsca— dr (28)

—Q(t) + 21w K <%—|;I> . ~
in whicharadiusrc = a;Ax is usedto computethe approximateseepageateinto the Ax x Ax cell.
AndersonandWoessne(1991)usedr. astheradiusof awell atwhichthedravdown for pumping
rate Q(t) is givenby the numericalsolutionbasedon a grid spacingAx. Theradiusry = a;Ax =
radiusat which the squarecell areais equalto the areaof the circle. The value of a. is 0.208
(Andersonand Woessner1991),andthe value of a is 0.564because\x? = 1r2. The pumping
rateis assume@sQ(t) = Qpsin( ft). Thevalueof c obtainedby substituting(25) into (28) is used

in (25) to obtainthe headin thenumericalmodelas

scQoKo(F) sin(f — )

He(f,f) = for > fe (29)

2T P oK (Fo) [1+ ( Mo(fa)
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in which, Mo(ra) is definedas

fa

Mo(Fa) = /0 PKo(F) df (30)
to = atime lag error which is not investigatedfurther in the currentstudy Value of H = Hc
obtainedatf = f¢ in (29) is consideredisthe numericalvalueof the cell containingthewell. The
exactsolutionis givenby (26) at aradiusf = f = 0.208Ax. They differ in amplitudeandphase.
Thedifferencen amplitudeis usedto computetheapproximatenumericalerrorby first computing
theratio C; betweenthe amplitudesof the numericalandexactsolutions. The approximatesrror
in amplitudeis &, = 100(1 — C;), comparedo a well of effective radiusr.. Using(29) and(26),
Cc canbeexpresseas

C. = ! (31)

e ()]

To computethe numericalvaluesof gy, fc = a:Axy/(fsc/K) andfy = aaAxy/(fs./K) areused

with a. = 0.208anda, = 0.564. Table 2 shows the valuesof €, obtainedfor variousvaluesof
Axy/(fsc/K). It shavs thatthe amplitudesof headin the numericalmodelarelessthanor equal
to exact values. Table 2 also shavs that when Ax,/(fs¢/K) is larger than about1.4, the error
in the cell containingthe well is morethan5%. WhenAx\/m > 5,theerroris largerthan
43%, andthe cell sizeis comparatrely larger thanthe radiusof influenceof the well. The dy-
namicsof waterlevel fluctuationin thewell at this point aredominatedby the storageof waterin
thecell. Error g is the smallestnumericalerror possibleastime stepAt — 0. Linear superpo-

sitioncanbeusedio computetheeffectsof multiple wells with steadyandunsteadydumpingrates.
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In orderto verify theseresults atestis carriedout with a50 X 50 cell MODFLOW modelwith
2000m squarecellsin aconfinedaquiferof K /s = 500, usingasinusoidapumpingrateof avari-
ablepumpingfrequeng f atthe middle. About 200 pumpingcycleswereusedfirst to obtainan
initial conditionfor thetest. About 200 morecycleswereusedto obtainthe maximumamplitude
in headfor for a givenfrequeny. Thetime stepwasselectedsothaty < 0.08,andthereforethe
time stepis too smallto causesignificanterrors. Table 3 shows the g, valuesobtainedusingthe
MODFLOW model,andthe correspondingnalyticalvaluesobtainedusing(31). It shavsthatthe
valuesagreewell, andthat the methodcan be usedsuccessfullyto computenumericalerrorsin
amplitudeneargroundvaterwells. The results,which do not dependon actualdimensionsalso
indirectly confirmthatthe valuesof ac. = 0.208anda, = 0.564usedaresufiiciently accurate Er-
rorsin the numericalmodelcanbelargerbecaus®f errorsof O(At) andboundaryeffects. Errors
further away from the well canbe aslarge asthe fraction of the amplitude. Theseerrorscanbe

determinedapproximatelyusing(11).

NUMERICAL ERRORSUNDER STEADY STATE
Numericalerrorsundersteadystatedueto disturbancesausedy the sourceterm canbe deter
minedby usingmethodssimilar to thoseusedunderunsteadyconditions.Sincesteadystatesolu-
tionsareboundarydependenta sourceterm S(x, y) = 2EoKk? exp(I1kx) exp(lky) is usedto create
asolutionof (1) faraway from theboundarieshatcanbe solvedbothanalyticallyandnumerically
Sucha sourcetermcanbeintroducedusinga variablerainfall distribution. The analyticalsolution
of the problemcanbe shavn to be of the form H(x,y) = Egexp(I kx) exp(lky). To obtainthe nu-

mericalsolution,considefanarbitraryFouriercomponentd; ; = Eexp(l @i) exp(l @j). Substituting
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this componentn the finite differenceform of the governingequationsandcomputingthe ratio
of amplitudesof numericalandanalyticalforms,anestimatefor the percentagerrorin amplitude

canbeestimatedis

_ @ N\ 00O
85_100<1 _ )>N 100( + +> (32)

12 240

N

(2]

?\)
—~
NS

in which, g5 = steadystateerror asa percentag®f the solutionamplitude. The equationshowvs
for examplethates exceed6% wheng exceed9.763.Thecorrespondingaluesfor 1% and10%
are0.345and 1.064respectrely. Equation(32) canbe verified by making steadystaterunsfor
conditionswith steadysourcetermshaving sinusoidalintensity variations. Model runs shaved

thatthe errorequationcanbe verifiedup to 4 decimalplacesof precision.

NUMERICAL ERRORSNEAR WELLS UNDER STEADY STATE
Numericalerrorsarelarge nearwells becaus®f the curvaturein the solution. The Thiemequation
is usedto computethe headdistribution analyticallywhenthewaterlevel in the cell containingthe

well is known. Thiemequations expresseds

Ha — Hy

QZZT[KIn(rz/rl)

(33)

in which, Q = pumpingrate;subscriptsl and?2 representhe well andthe cell valuerespectrely.

ro = 0.208Ax is usedwith squaregrids.

In orderto represennumericalerrorsin dimensionlesgorm, all the errorsare normalized
againstthe dravdown of the cell containingthe well or the "centercell”. Thewell is assumedo

be positionedat the centerof the squarecell. The problemof determiningthe discretizationthen
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becomes problemin geometryin which the errorin dravdown is expressedn termsof r; /Ax,
in whichr, is theradial distanceto a referenceelevation or the radiusof influence. Theradiusof
influencecanbe computedusinga numberof empiricalandsemi-empiricakquationsoutlinedin
the text by Bear(1972). For differentvaluesof r; /Ax, the numericalerrorin the dravdowns of
differentcellsincluding the cell containingthe well canbe obtainedusingnumericalmodelruns.
Thedravdowns of differentcells aremeasuredvith respecto a point at a radial distancer;, and
theerrorsarecomputedcassuminghatthedravdownscomputedising(33) areexact. All errorsare
presente@spercentagesf thedravdown of thecentercell, whichis assumedo beequivalentto a
well of diametel0.208\x. A 50x 50 cell grid wasusedto runthenumericaimodel. Figure6 shovs
thevariationof theerrorobtainedor cellsatvariousdistancesThreelevelsof discretizatiorgiven
by r| /Ax = 6 and14 alongthe axisand7 alonga diagonalareshavn in the plots. All theplotsin
log scalefollow anapproximatelylinearbehaior. If r; /Ax is lessthanabout7, the discretization
is very coarseandonly a few pointsareavailableto make a plot in Figure6 makingsucha plot

lessreliable. The percentagerrorin thefigure canbe expressedpproximatelyusing
g 2.O7exp(—0.726Ar—X), X<t < (34)

in which, € = errorasa percentag®f thedravdown in the centercell. The sameequationcanbe

written to expresstheabsoluteerroras
He = 2.07(=2 Ylog (XL ) exp(—0.726—) ax<r <r (35)
e = SR o) 09 py OPITRIER) ARSI

Theseequationganalsobe usedto obtainAx for a modelif the maximumerrorallowedat a dis-

tancer from thewell is known. Superpositions possiblewith errorsaswith headsn the caseof
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multiple wells.

NUMERICAL ERRORSIN THE SOURCETERM

Rainfall andevapotranspiratiomreconsideregssourcetermsin the equationgoverningoverland
andgroundvaterflow. The sourcetermis a majorcontributor to stressmainly in regionalmodels
whenfar away boundariediave only alimited dynamicinfluence.Stressemtroducedthroughthe

sourceterm createwaterlevel variationsthataresubjectto errorsduring computationsssociated
with the sourcetermaswell asotherterms. A spatiallyandtemporallyvaryingrainfall patternis

usedto studyerrorsin the sourceterm.

It canbe shavn thata solutionin the complex form H = Hpsin(Ikx+1ky — | fit) satisfiesghe
governingequation(1) if the sourcetermdescribingrainfall excess(rainfall - evapotranspiration)
is expressedisS= scHoy /(2 + f2) cos(kx+ky— fit —y)) in which k = the wave number; f; =
frequeny describingthe rainfall pattern; fy = dKk?, y = tar*(f, /fy). The above equationfor
H is usedto obtainthe analyticalsolutionwhencomputingnumericalerrorsduring the following

experiments.

An analyticalexpressionfor the numericalerror createdby the sourceterm is obtainedby
isolating the sourceterm, determiningthe error generateddy it, and combiningwith the error
generatedy thediffusionterm. A solutionof theform Hgsin( fit) satisfieghe truncatedform of

(1) withouttheseconderivativetermswhenS= s fiHpcoq fit). Considethefollowing weighted
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implicit finite differenceequationfor thetruncatedequation.
n+1 n At +1
H =H, +§(0‘$ +(1-a)F) (36)

Numericalerrorin (36) canbe computedby comparingthe analyticalsolutioncorrespondindo
Hi”“, or Hi(t 4+ At), whichis Hpsin( fit + fjAt), with thenumericalsolutionobtainedby substitut-
ing §' = s fiHicoq fit) in (36). After algebraicmanipulationsg;, the maximumnumericalerror
introducedhroughthe sourcetermasafractionof theamplitudecanbe expressedisa percentage

of theamplitudeas

g = \/L|J|2—2ljJ| siny, +4sin2(%)[1—0((1—0()lp|2] (37)

in which, @, = f;At. For fully explicit andimplicit methodsthe expressiorreduceso

— (38)

Ty
2 72

g = \/Lplz— 24, siny, +4sin2(%) ~

The Y valuescorrespondingo 1%, 5% and10% errorsare0.448,0.673and0.802respectrely.
With centraldifferencing thesenumberdecomel.073,1.413and1.593respectrely. Thenumer

ical errorasaresultof boththe sourcetermandthediffusiontermis assumedo be

g = /€2 +€? (39)

in which e is theerrorin onetime stepdueto thediffusiontermsalone,computecdearlierusing(8).

Theaccurag of & in (39) is testedby simulatingthe stressnducedby two onedimensional
rainfall patternadN = Npsin(kx— fit)) traveling in oppositedirections.The valueof 3 requiredto

estimatee is computedusing B = W /@? in which, Y = f At and fy = Kk?/s.. Figure7 shavs
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thevariationof the numericalerrorfor a fully implicit 1-D modelundersuchsourceinducedflow
conditions. Resultsare shavn for two setsof ¢ and 3 values. Up to 20 cyclesof spatialwaves
weresimulatedn theexperimentusing100grid points. Over 4000time cycleswereusedto create
the initial conditionbeforethe experimentwas carriedout as before. The figure shows that the

numericalandanalyticalestimatesgreeapproximately

APPLICATION TO AN EXISTING MODEL IN SOUTH FLORID A

A numberof hydrologicmodelsareusedin SouthFloridato solve problemsof variousspaceand
time scales. Thesemodelsare basedon the samegoverning equationsand have mary similar
characteristicsThe SouthFlorida Water ManagemenModel (SFWMM) (SFWMD, 1997, Fen-
nema,etal., 1994)developedby the SouthFlorida WaterManagemenbDistrict (SFWMD) is one
of theregionalmodelsusedin thearea.SFWMM is a physicallybasedverlandandgroundvater
flow model. It simulatesflow over a very large part of SouthFlorida. The modelusesa 3.2 km

(2 mile) squaregrid, anda 6 hr. time step. Time seriesdatafor the boundaryconditionsandthe
sourcetermareprovidedat 1 daytime steps.In orderto evaluatethe validity of the diffusionflow

assumptionin the model, first considersomeavhat extremevaluesof waterdepthh = 1 m, and
slopeSy = 2-5x107° in the Centraland SouthernEvergladesduring wet periods. Thesevalues
canbe usedto computethe wave periodof the shortestrourier componenthatcanbe simulated,
usingTp = 30\/@/80 ~ 4 days,assuggestedy Ponce(1978). This equationis basedon a
maximumamplitudeerrorof 5%. Theequatiorshavs thatthediffusionassumptions valid unless
eventsof shorterdurationare simulated.If however the slopesarelarge, andthe depthsarelow

asin certainareasof the Evergladesthe modelcansimulateeventsof shorterdurationusingfiner
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discretizations.

The 3.2 km (2 mi) grid andthe 6 hr time stepin the SFWMM canrepresenvariousFourier
componentsn the solutionwith variousaccuracies.Table 4 shaws errorsof representatiomle-
scribedin type (A) or (B) for differentFouriercomponentsgcomputedusing(5) and(6). It shavs
thatthe SFWMM canrepresenFouriercomponent®f wavelengthassmallas18 km andperiodas
smallas5.7dayswith anaccuray of 5%. Usingatypical highvalueof K = 250n7 /s for overland
flow obtainedusingh~ 1 m, S~ 2 x 10~° andny, ~ 1 for the deepportionsof the Everglades,
a Fourier componenbf wave length 18 km in spacecanbe shown to be associateavith a wave
periodof 2.5 daysin time accordingto f = 2Kk?. Thetime steprequiredto represent Fourier
componenbdf period2.5 dayswith amaximumerrorof 5% is approximately0.4 days.In thecase
of groundvater assumingatypical high valueof K = 8 n? /s found nearthe Lower EastCoastof
SouthFlorida, Fouriercomponent®f period77 daysandlargercanberepresentedsingthesame
spatialgrid. Datapresentedat 14 day intervals are sufficient to describestresse®f this period.
Any high frequeng componenin the groundwaterflow generatedy daily datais not supported

by the spatialgrid.

In orderto computethe numericalerror due to water level changesat internal and external
boundariesconsidera waterlevel fluctuationof amplitudel m andperiod 6 daysneara canal
asan example. The amplitudeat a distanceof 6.4 km or two cellsis computedby first obtain-

ing k using f = 2Kk? as1.557x 10~%s~1 andthenusing(16). The amplitudeat the distanceis
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1.0 x e ® = 0.37m. Assumingthat@ = kAx = 0.5, 3 canbe shavn to be 0.52. Sincep > 0.25,
it canbe seenthatan explicit modelis unstableunderthe conditions. For animplicit model,the
erroris approximately(1/2)kx¢? or 6.5%of theamplitude andtheabsoluteerroris 6.5%of 0.37
m or 24 mm. Thepercentagerrorin dischagefor this cases alsoapproximately6.5%. Theerror

is largestwhenfT = 1, or atadistanceof 7 km.

Theerrordueto rain drivenwaterlevel fluctuationsis proportionalto the rainfall intensity In
SouthFlorida, this is oneof the largestdriving forcesof hydrology andalsothe largestpotential
sourceof errorin models. For a stationaryrainfall intensity patterndescribedoy a periodof 12
daysandawave lengthof 18 km for example |, = f;At = 0.524,andtheerrorg; = 13.6%accord-
ing to (37). For thestressemducedby thisrainfall, = 1.1,and3 = 0.52which giveseTr = 6.7%
whenusing fT = 11/4 and(12). The total numericalerror dueto both sourceterm anddiffusion
termcomputationgsaresultof rain drivenflow cannow be computedusing(39)to give 15.2%.If
thewave lengthof therainfall densitypatternis 18 km or less,therainfall datahasto becollected
with a spatialresolutionof 3.2 km to maintaina <5% errorin the input datainterpretation When
rainfall datais collectedata lowerresolutionthemodelwill containonly the correspondindpwer
frequeny componentsin SouthFlorida, shortdurationsmall scalerainfall eventsaccountfor a
large part of the total rain, and have to be represented@ccuratelyif thesecomponentsareto be

representedccuratelyin models.

To demonstratéhe accurag of the SFWMM in simulatingwaterlevels neara pumpingwell,
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useTable2 andselectAx,/(fs./K) < 1.4for theerrorin the centercell to belessthan5%. With
3.2km cellsandK = 8 n?/s for groundwvater this corresponds$o a pumpingcycle of period> 48
days.This exampleshavsthatheadscomputechearawell have large errorsexceptin casesvhere
the pumpingrateschangevery slowly. Tablel showvsthatthe amplitudedecaydo lessthan0.5%

after5 cells. Thesteadystateerroris lessthat1.1%of the steadystatedravdown of thecentercell.

Thenumericalerrorin thefinal modeloutputis a combinationof errorsin varioussteadyand
unsteadystatestresscomponents. When the numericalerror is neededat a given point in the
model,thefirst stepis to find the sourceof the stressesandtheir spatialandtemporalcharacteris-
tics. Whenthey arefound,the principle of superpositiortanbe usedto find the errorsdueto each
of the stressesIn mary partsof the Everglades,stressesre mainly dueto rain andcanallevel

fluctuationgthatresultfrom the operationof pumpsandwatercontrolstructures.

SUMMARY AND CONCLUSIONS

The studyshows that numericalerrorsresultingfrom spatialandtemporaldiscretizationanbe
explainedusing dimensionlesyvariablesg and 3 respectrely. The resultsshows that the error
generallyincreasesvith both @ and 3. For a given spatialdiscretizationg, it canbe shavn that
the errorcannotbereducedoelon a certainvalueunlessyp is alsoreduced.Similarly, the errorfor
a given 3 cannotbe reducedunlessg too is reduced.Using @ < 1.1and{ < 1.1in the caseof
1-D, errorsof spatialandtemporaldiscretizatiorcangenerallybe keptbelonv 5%. Usingnumeri-
cal experimentswith explicit modelsandimplicit modelssuchasMODFLOW, andusingvariable

boundarywaterlevels, variablerainfall patternsandvariablewell pumpingrates,it waspossible
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to shav thatnumericalerrorsin a variety of finite differencemodelscanbe computedusingthe
proposedanalyticalequations.Testresultsalsoshown thatthe analyticalerror estimatesobtained
for steadystateproblemswith a steadyrainfall patternareaccurate.Numericalerrorsotherthan
amplitudeerrorsresultingfrom materialheterogeneitiegjiscontinuities,or boundaryeffectsare

not consideredn the study

In the caseof the experimentusinga variableboundarywaterlevel, the resultsshav thatthe
maximumerrorasa percentagef theamplitudeincreasesinearly with distancefrom the bound-
ary. Theresultsalsoshav thatthe maximumerrorin the dischage behaessimilarly. By usinga
steadywaterheadprofile generatedy a steadyrainfall pattern,it waspossibleto shov thateg >
5%if @ > 0.763.By usingrainfall patternschangingwith time, it wasalsopossibleto shav thatthe
errorg; in computationsnvolving the sourcetermis >5% wheny; > 0.673wherel); describes
thetemporaldiscretizationof therainfall. Usingpumpingexperimentscarriedout ata cell in the
MODFLOW model,it wasshownn thatthe numericalvalueof the amplitudein the cell containing
thewell decreasewith increasingcell size,andtheerror > 5%whenAx > 1.4,/(K/fs). Results
usinga steadystatepumpingproblemshaow thatthe errorin the dravdown of the cell containing
thewell whenr,, = 0.208\x is about1%, andreducegapidly with radialdistance A summaryof
someof the practicallyusefulequationsobtainedduring the studyareshown in AppendixA. The
study shows that sufficient spatialdiscretizationsand matchingtemporaldiscretizationsmustbe

usedif agivenFouriercomponents to berepresentedccuratelyin amodel.
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A Summary of practically usefulequations
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TableA.1: Practicallyusefulformulasin approximateform. In the equations,f = frequeny of

thedisturbancen waterlevel; K = transmisstity of theaquifer

Equation

Reference

X\/(fso/K) = 4.3

Ax=11,/K/fs

Ax=0.5\/Keq/fsc

KAt/Ax?s; = 0.14

X is the distanceat which a 1-D disturbance
of frequeny f would decayto 5% of the

amplitude.

AXx givesthe spatialdiscretizationneededo
represent watersurfaceprofile with 5% ac-
curag. Theprofileis createdby adisturbance

of frequeng f.

Ax neededo representhe samespatialdis-

cretizationwith agy % accuragy.

At givesthetime stepneededf thenumerical
erroris limited to 5% of thedisturbingampli-

tude.



Axy/(fse/K) < 1.4

Axy/(fsc/K)=5

rv/(fs/K) =275

€ =2.07exp(—0.726r /AX)

AXx givesthe size of a squarecell neededo
solve theamplitudeof awell fluctuationwith

amaximumerrorof 5%.

givesa practically usefulupperboundof Ax
thatcanbeusedto modelapumpingwell (er

ror < 40%).

r istheradiusatwhichtheamplitudeof awell
with f, = 0.5 decayso 5% of theamplitude

of thewell.

€ givesthe numericalerror of a steadystate

well asa percentagef thedravdown.

37
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APPENDIX B

Definition of variables

Variable Definition

A areasimulatedby the model(n).

fi frequeny of therainfall pattern.

g gravitationalacceleration.

h waterdepth,(m).

H waterlevel or waterhead(m).

He errorin the steadystatesolutionnearawell.

K transmissiity of aquifer for groundvater flow; h3 /(npy/Sh) for overland flow,
n/s.

Ko, K1 modifiedBesselfunctionsof type0 and1l.

r radialdistancerom the centerof awell.

F =r4/(fs/K) = dimensionless.

fw well radiusin dimensionalestrm.

S sourcetermrepresentingainfall andevapotranspiration.

S storagecoeficient

T time duringwhich a harmonicin the solutionevolves,(s).

X,y distanceslongx,y coordinateaxes,(m).

X distancest which adisturbances measured(m)

a time weightingfactorin theweightedimplicit scheme.
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Variable Definition

B KAt/ (s.A%?), dimensionlessime step.

AA areaof acell, (m?).

AX sizeof asquarecell.

€ maximumlocal numericalerror peronetime stepasa fraction of the local ampli-
tude.

€Q numericalerrorin dischage asapercentagef dischage.

€s numericalerrordueto computationsssociatedvith the sourceterm, asa fraction
of thelocalamplitude.

€T maximumlocal numericalerrorasa fractionof thelocalamplitude.

(0} dimensionlesspatialdiscretizatiordefinedaskAx.

Y adimensionlessime discretizatiordefinedas f At.

W

adimensionlessime discretizatiordefinedas f| At.
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FIGURE CAPTIONS

Figure 1: Variation of numericalerror and amplitudewith distancefrom the boundaryfor the

MODFLOW model.

Figure2: Variationof numericalerrorwith spatialandtemporalresolutionsor the ADI method.

Linesshow analyticalvaluesandsymbolsshown valuesobseredin the model.

Figure3: Variationof numericalerrorwith spatialandtemporalresolutionfor the explicit method.

Linesshow analyticalvaluesandsymbolsshown valuesobseredin the model.

Figure4: Variationof numericalerrorwith spatialandtemporalresolutionsfor the MODFLOW

model.Linesshaowv analyticalvaluesandsymbolsshowv valuesobseredin themodel.

Figure5: Variationof errorin dischagefor a fully implicit model. Lines shov analyticalvalues

andsymbolsshowv valuesobseredin themodel.

Figure6: Variationof steadystatenumericalerrorwith radialdistance.

Figure7: Variationof errorin thesourcetermwith ;. Linesshav analyticalvaluesandsymbols

shaw valuesobsenredin themodel.
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Table 1: Amplitudes of water level fluctuationsgiven by (26) for various well radii f\, =

acAXxy/(fse/K) representingrariousdiscretizations. Valuesof Ko(f)/(FwK1(fw)) are shavn in

thetable.a. = 0.208.

-

fw| 0.01] 0.05| 0.1 0.5 1.0 2.0 5.0 10.0

0.01| 4.722| 3.115| 2.428| 0.925| 0.421| 0.114| 0.004 | 1.8 x107°

0.05 3.128| 2.438| 0.929| 0.422| 0.114| 0.004| 1.8 x10°°
0.1 2.463| 0.938| 0.427| 0.115| 0.004| 1.8 x107°
0.5 1.116| 0.508| 0.137| 0.004| 2.0 x10~°

2.0 0.407| 0.013| 6.0 x10°°




45

Table2: Variationof gy, theerrorin the amplitudeof the cell containinga well asa percentagef

its exactamplitude,with dimensionles@x for a squaregrid. C, theratio betweenamplitudess

alsoshown.

Axy/(fsc/K) 0.01 0.02 0.05 0.1 0.2 0.5
Ce 1.0000 0.9999 0.9997 0.9990 0.9967| 0.9844
Ew (%) 4.20010~7 | 5.130107° | 1.35110% | 1.50810°3 | 1.564 1072 | 0.289
Axy/(fsc/K) 1 2 5 10 20

Ce 0.9523| 0.8886| 0.5640| 0.2563| 4.3228 102

gw (%) 213| 11.1| 436 744 95.7




Table3: Comparisorof valuesof &, obtainedanalyticallyandusingthe MODFLOW model.

DX/ (fs/K) 0.54 153 6.10 8.63
ew (analytical) 0.4% 6% 52% 68%
ew (MODFLOW) | 4% 5% 71% 82%

(0] 0.27 0.76 3.05 4.31
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Table4: Characteristic®f various1-D and2-D Fourier componentghat canbe representedy

usinga 3.2km (2 mile) grid cell anda 1 daytime step.

Wave length(1-D) (km) | 41

Wave length(2-D) (km) | 57

Max. error (%)

1%

5%

18 | 13

25 |18

10%

6

8

4

5

50% | 100%

19

27

4.5%

Wave period(Days)

Max. error (%)

12.8

1%

5.7

5%

4.1

10%

1.8

50%

1.3 6

100% | 4.5%
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Figure 1. Variation of numericalerror and amplitudewith distancefrom the boundaryfor the

MODFLOW model.



49

B approx. upper bound for=1.6

~—~
w
N
— observed
o
| -
-
L
X
analytical
| lHHHI | | | | ]|l
102

Figure2: Variationof numericalerrorwith spatialandtemporalresolutionsfor the ADI method.
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Figure 4. Variationof numericalerror with spatialandtemporalresolutionsfor the MODFLOW

model.Linesshawv analyticalvaluesandsymbolsshav valuesobseredin themodel.
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analytical, ®=0.5

Figure5: Variationof errorin dischage for a fully implicit model. Lines shav analyticalvalues

andsymbolsshow valuesobsenedin themodel.
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C.3 Case study: Model to simulate regional flow in South Florida



CASE STUDY: A MODEL TO SIMULATE REGIONAL
FLOW IN SOUTH FLORIDA

A. M. Wasantha Lal, Randy Van Zee,  Mark Belnap 2

South Florida is a complex regional hydrologic system that consists of thousands
of miles of networked canals, sloughs, highly pervious aquifers, open areas subjected
to overland flow and sheet flow, agricultural areas and rapidly growing urban areas.
This region faces equally complex problems related to water supply, flood control and
water quality management. Advanced computational methods and super fast comput-
ers alone have limited success in solving modern day problems such as these because
the challenge is to model the complexity of the hydrologic system, while maintaining
computational efficiency and acceptable levels of numerical errors. A new, physi-
cally based hydrologic model for South Florida called the Regional Simulation Model
(RSM) is presented here. The RSM is based on object oriented design methods, ad-
vanced computational techniques, XML (extensible markup language) and GIS (geo-

graphic information system).

The RSM uses a finite volume (FV) method to simulate 2-D surface and ground-
water flow. It is capable of working with unstructured triangular and rectangular mesh
discretizations. The discretized control volumes for 2-D flow, canal flow and lake flow
are treated as abstract "water bodies” that are connected by abstract ”water movers”.
The numerical procedure is designed to work with these and many other abstractions.
An object oriented (OO) code design is used to provide robust and highly extensi-
ble software architecture. A weighted implicit numerical method is used to keep the

model fully integrated and stable. A limited error analysis was carried out and the

1L ead Engineer and Supervising Engineer, Hydrologic Systems Modeling, South Florida Water Management Dis-

trict, 3301 Gun Club Rd., West Palm Beach, FL 33406,
2Senior Engineer, formally at Hydrologic Systems Modeling, now at NTT/Verio, 1203 North Research Way, Orem,

UT 84097.



results were compared with analytical error estimates. The paper describes an appli-
cation of the model to the L-8 basin in South Florida and the strength of this approach

in developing models over complex areas.

INTRODUCTION

South Florida is a very complex hydrologic system. Its complexity is mainly due to the con-
siderable groundwater and surface-water interaction, spatial variability in land use, hundreds of
flow control structures, extensive wetlands systems, adjacent urban areas, influence of Lake Okee-
chobee, and the unique flow characteristics of the Everglades and the water conservation areas.
Even if the computing power is continuously increasing every year, the complexity of the hydro-
logic system and the water management issues in South Florida have been increasing at an even
faster rate. Consequently, more efficient computational methods, more flexible computer codes,
better code development environments, and better code maintenance procedures are needed to keep
pace with these growing demands. The need for clean code design, participation by multiple devel-
opers from a variety of disciplines, and regular use of test cases to routinely check code integrity
has become critical. Application of a number of new technologies described below has contributed

to resolve some of these problems.

The first technological contribution came from recent developments in information tech-
nology and the use of object oriented (OO) code design methods. The use of extensible markup
language XML (Bosak and Bray, 1999), geographic information system (GIS) technology and
database support has allowed us to achieve a level of code flexibility and data integration that did
not exist before. Object oriented methods have been used in the past for hydraulic model design
by Solomontine (1996), Tisdale (1996), and many others. Although OO design may have been
previously considered to be outside the expertise of many hydrologists, the increased complexity
of the hydrologic processes involved, and the need to incorporate methods developed by profes-
sionals from many disciplines such as biology, hydrogeology and ecology have changed this view.
The strong dependencies between hydrology, nutrient transport and ecology have created a need

to integrate various approaches and therefore to integrate computer codes. Simple models that ad-
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dress issues within one discipline at a time have become inadequate for studying complex systems.
However, the improved use of GIS support tools, OO code design and XML language have made

it possible to model complex systems, and organize and present large amounts of complex data.

The second technological contribution came from developments in computational methods.
Use of unstructured meshes of variable size to simulate 2-D integrated overland and groundwater
flow in irregular shaped domains has become common. Full and partial integration with canal net-
works and lakes is now possible. In the past two decades, a number of physically based, distributed-
parameter models have emerged with such features. The early models include MODBRANCH by
Swain and Wexler, (1996), MODNET by Walton et al. (1999), Mike SHE based on Abbott, et al.,
(1986a and b), WASH123 by Yeh et al. (1998), MODFLOW-HMS by HydroGeoLogic (2000), and
models by VanderKwaak (1999), Schmidt and Roig (1997), and Lal (1998a). The computational
engines of these models are based on solving a form of the shallow water equation for surface flow
and either the variably saturated Richards’ Equation or the fully saturated groundwater flow equa-
tion. Inertia terms in the shallow water equations were neglected, and the solution to the governing
equations was obtained using a single global matrix. A number of features are available in these
models to simulate structures, urban areas and agricultural areas. The choice of features depends

on the intended application of the model.

Some developments in numerical error analysis by Hirsch (1989) and Lal (2000) also helped
in the selection of optimal discretizations for integrated models. Results of error analysis are
useful in developing model meshes that produce more accurate solutions and avoid large errors
and incipient instabilities. Large-scale integration using implicit methods is practically impossible
without understanding numerical error and instability. Because of unconditional stability, implicit
models can be run with practically any time step regardless of whether the solution is accurate or

not.

The third contribution came from a new generation of computer packages that can be used

to solve large sparse systems of equations efficiently. It is now possible to develop implicit finite



volume algorithms and solve many complex equations simultaneously without iterating between
various model components. Modern solvers such as PETSC (Balay, et al. 2001) support parallel
processing, and have a variety of built-in tools and options to achieve fast model runs. These
solvers are easy to use because details such as matrix storage methods are hidden from the user.

The current model uses the software package PETSC (Balay, et al. 2001) to solve the matrices.

The most commonly used integrated model in South Florida is the South Florida Water
Management Model, SFWMM (SFWMD, 1999). This model has been adopted to simulate re-
gional hydrology and water management practices since the late 1970’s. It simulates the water
resources system from Lake Okeechobee in the north to Florida Bay in the south, covering an area
of 7600 square miles with a mesh of 3.22 km by 3.22 km (2 mile by 2 mile) cells. The model simu-
lates the major components of the hydrologic cycle including rainfall, evapotranspiration, overland
and groundwater flows, canal flow, canal seepage, levee seepage and well pumping. It incorpo-
rates current or proposed water management protocols and operational rules. The success of the
model has resulted in an increased demand for its use along with a growth of its size and com-
plexity beyond what was originally intended. The code gradually became very complex, difficult
to understand, improve, and expand. This was the primary factor that motivated the launching
of a ”"new generation” regional simulation model (RSM). Unlike the SFWMM that was written
in FORTRAN, the RSM code is being developed using an Object Oriented (OO) design and the
C++ language. These choices were made so that the code design can allow for easy modification,

growth, and participation of multiple developers.

The RSM is functionally a combination of a hydrologic simulation engine (HSE), which
executes the flow simulations, and a management simulation engine (MSE) that can represent
structure and pump operations. The HSE has been used to simulate flow in the Kissimmee River
by Lal, (1998a), and in the Everglades National Park by Lal, et al., (1998c), and Brion, et al. (2000
and 2001). The accuracy of the model was verified using the MODFLOW model and an analytical
solution for stream-aquifer interaction (Lal, 2001). This paper describes the model formulation

and the object oriented design of the HSE. This model makes it possible to fully integrate the



components of the system, and allow for expansion using new hydraulic components, land use
types, micro-hydrological features, canals, reservoirs, and other aspects of the system. An error
analysis was carried out to determine the relationship of the numerical error to the size of the
triangular cells and the time step. The results of this analysis can be useful in the design of spatial

and temporal discretizations to minimize numerical error.

The paper includes an HSE application example that simulates the hydrology in the L-8
basin of South Florida. The L-8 basin is a relatively simple basin in South Florida; however, it
has some of the complexities of the regional hydrologic system. Many of these complexities apply
to conditions outside South Florida as well. The results of the simulation example are used to
demonstrate why this approach was chosen to develop the new regional simulation model (RSM)

for South Florida.

GOVERNING EQUATIONS
The governing equations for the integrated overland-groundwater-canal-lake flow system consist
of mass balance or continuity equations and equations of motion. For overland and canal flow,
non-inertia form of the Saint Venant equation is used as the governing equation. All the governing
equations written in conservative form are finally assembled together in the implicit implementa-
tion of the finite volume method.

Overland and groundwater fow

The 2-D continuity equation from St Venant equations for unsteady overland flow and unsteady
saturated groundwater flow in a single layered aquifer can be expressed using

oh n d(uh) N d(vh)

ot 0x ay

—Riehg+W =0 1)

in which, uand v are the flow velocities in the x and y directions; h = water depth for overland flow
and saturated aquifer thickness for groundwater flow; Rycng = net contribution of the recharge from
local hydrology into the regional system; W = source or sink terms, for example, due to pumping
wells measured in units of volume rate per unit area or L/T; s; = storage coefficient; s = 1 for
overland flow. The term Rychg is also measured in units L/T, and is computed for discretized cells

referred to as pseudo cells designed to capture the recharge from local hydrology. A number of
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pseudo cell models are described later.

When inertia terms are neglected, the momentum equation reduces to the diffusion flow
equation. Diffusion flow assumption is valid for overland flow when inertia terms are small. Akan
and Yen, (1981), and Hromadka, et al. (1988) and many others have used diffusion flow models
for many practical applications. Ponce, et al. (1978) found the condition of applicability for these
models as TpSpy/g/h > 30 in which T, = period of the smallest sinusoidal disturbance in the
solution; S = bed slope. Lal (2000) found that this condition applies for most regional flows in
South Florida with T, > 4 days. It can be shown that the momentum equations under the diffusion

flow assumption and the equations describing Darcy’s law can be written as

_ T(H)OH _ T(H)OH
" h & YT Th ey @

in which, u,v = average flow velocities in x and y directions; H = water head. For overland
flow, H = h+ z h = water depth; z= ground elevation. For groundwater flow, h = saturated
aquifer thickness; T = transmissivity of the aquifer. For both overland and groundwater flows,
T(H) can be expressed as a function of the state variable H. For single layered groundwater flow,
T = kn(H — z,) in which, z, = elevation of aquifer bottom; k, = hydraulic conductivity of the
aquifer. For overland flow, T = C(H) \Sn\"_l in which C(H) is defined as the conveyance where
S, = magnitude of the maximum water surface slope which is approximately equal to Ss, the en-
ergy slope under the diffusion flow assumption (Akan and Yen, 1981). Variable A = an empirical
constant described later. The purpose of keeping generic functions for T(H) and C(H) is to use ob-
ject oriented design methods and allow for the implementation of a variety of flow behaviors. These
functions can represent constants, analytic functions or lookup tables based on field experiments.
Abstract representations of T(H) and C(H) can be used to describe complex flows through wet-
lands. A power function that can describe many flow resistance equations including the Manning
equation, the laminar flow equation, and a number of other wetland equations is Vy, = (1/np)h'S)
in which, V,, = average flow velocity. This equation can be used to derive an expression for T as

B hv+1|s1|)\fl
= ~

T(H) ©)



in which S, = Max(S,,0n) is used when A < 1 to prevent division by zero at S, = 0. The dis-
charge per unit width can be described now as q(H) = T(H)S=C(H) \S{A_ls The variable
&n = 10713 - 107 is used in the flat terrains of South Florida. A large value of &, allows more
flat areas of the system to be solved by an approximate form of the Manning equation and prevent
instability. Equation (3) can also be used in wetlands by selecting the parameters suggested by
Kadlec and Knight (1996). For the Manning equation, y=2/3; A = 1/2; n, = Manning constant.
Comprehensive flow equations for shallow streams have recently been developed by Katul (2002)
and Lopez and Garcia (2001). The abstract base class for C(H) allows for such functions to be

seamlessly accommodated in to the model.

Canal fow
The 1-D St Venant equations are used to describe gradually varied unsteady canal flow. The conti-

nuity equation for canal flow in conservative form is

0Ac , 0Q _
5t T3y~ Reana tW=0 (4)

in which, A¢ = cross sectional area of the canal; Q = discharge rate; n = distance along the canal;
Reanal = Volume rate at which water is entering the canal due to seepage and other sources per
unit length (L?/T); W = source and sink terms due to pumps. When diffusion flow is assumed
and inertia terms are neglected, gravity and friction terms left in the momentum equation give
Q = C(R)//1S1/S = AR?®3/(1/IShInp) Sy in which R = hydraulic radius; S, = water surface
slope; S, = S¢ = friction slope as assumed by Akan and Yen (1981). The purpose of writing the
equation in this form is to create a generic function C(R) for conveyance that is not limited to use

the Manning equation. Discharge Q can now be expressed as

OHc

Q = _TCE (5)

in which, He = canal water level; T, = AcR%3/(np/|S|); C(R) = AcR%3/ny, when the Manning
equation is used. Slope S, is computed using Max(S,, 8n) with &, = 10713 — 10~7 as described

earlier.

L ake fow



The equation governing mass balance in a lake is

oH
Aqa—t'—aake+w:o (6)

in which, Aj = lake area; H, = water level; R ae = net volume rate at which water is entering the
lake water body due to leakage. The governing equations written in conservative form are used in

the implicit implementation of the finite volume method.

Recharge from the local hydrologic system
The local hydrology in a regional system depends on the local land use type along with all its
management practices. Different land use types generate different recharges and therefore dif-
ferent hydrologic responses. The recharge Rychg described in (1) therefore has to be computed
separately for each cell with a new land use type. The computations take into account ET, rain-
fall, soil moisture effects, urban detention, local drainage effects, agricultural practices, and local
management practices depending on the land use type. The equation of mass balance is used to
compute recharge as

chhg:P—E—{‘I—%—?j—? (7
in which, Reeng = recharge rate (m/s) computed as a volume rate per unit cell area entering into
the cell; P = precipitation rate; E = evapotranspiration rate; | = water entering the cell during
irrigation and other similar functions; Us = unsaturated moisture depth; D = detention volume
converted to depth. The rates % and %—? if used, depend on infiltration and percolation rates of
the local cell. In the model, these complex computations are carried out within the pseudo cell
(object) of each respective cell. Pseudo cells are developed for various land use types, permitting
conditions or management practices. More information about pseudo cells is provided under the

object design.

THE IMPLICIT FINITE VOLUME METHOD
Governing equations for overland flow, groundwater flow, canal flow, lake flow and other types of
flow are based on conservation laws and can be solved using the finite volume method. Equations

in conservative form are written as
ouU N oF(U) 0G(U)

5 I + dy +SU)=0 (8)
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in which, U is a conservative variable representing H, Hc, or H;; variables F(U) and G(U) are
the x and y components of flux in 2-D flow and S(U) = —Rcng+W = summation of source/sink
terms. The finite volume formulation is applied to all 2-D, 1-D and lake related regional flows.
The numerical model is developed for generic control volumes and is applied to all water bodies

on an equal basis regardless of whether they are 2-D cells, canal segments or lakes.

The finite volume formulation for the governing equation (8) is derived by integrating over

an arbitrary control volume or water body Q.

%/Qu do-+ [(En) dA+ [ sda—0 (©)

in which, E = [F,G]" = flux rate across the wall and n = a unit vector normal to the wall. The
first term of (9) represents the rate of change of water volumes in water bodies such as cells, canal
segments and lakes. The second term is obtained using the Gauss’ theorem and contains the sum
of fluxes crossing the control surfaces of the water bodies. This term contains all flow exchanges
among the water bodies. Any mechanism that is capable of moving water between any two water
bodies is defined as an abstract water mover. Water bodies and water movers are two of the basic
building blocks of the model. They eventually become abstract base classes in the OO design.
These abstractions are capable of growing and evolving into various model objects as the model

evolves.

In the model, equation (9) is solved for average water heads H, Hc or H, of all the water
bodies simultaneously. In the finite volume formulation, (9) reduces to the following system of

differential equations which is solved simultaneously to simulate the integrated system.

AA(H)Z—T =Q(H)+S (10)

in which, H = a vector containing the water heads of all 2-D cells, canal segments, and lakes
together. The first term of (10) is derived from the first term of (9) which is equal to %V in which
V = volumes of water contained in water bodies. In the attempt to describe V as a function of H,

a new function fs,(H) referred to as the stage-volume (SV) relationship function is introduced. It



holds behaviors very important to flat terrains of South Florida and helps to determine water levels
accurately. For each water body i = 1,2, ... the function takes the form V; = fs,(H;). The slope of
this function is defined as

oy Ofs(Hi)

in which, AA;(H;) are the effective plan areas of water bodies i. For 2-D open water flow, these

(11)

are the cell areas. For groundwater, these are sc times cell areas. AA(H) in (10) is the diagonal
matrix whose elements (i, i) are AA;(H;). The reverse relationship of the SV relationship is defined
as H; = fys(Vi). Both forward and reverse functions are used in the model to conserve mass during

the mapping between V; and H;.

The term Q(H) of (10) gives the net inflow rate to each water body due to the action of all
the water movers in vector form. In order to solve this coupled nonlinear system (10), water mover
equations are linearized prior to assembly as a large system of linear equations. The linearized
form for any water mover is

Qr(H) = ko + kiHi +kjH; (12)

in which Q,(H) = discharge rate through the water mover r. The water mover r moves water from
water body i to water body j. Linearization is performed to determine values of ko, ki and k;j using
partial differentiation or approximate methods depending on the type of the water mover. They
are used to build the resistance matrix M(H) that can be viewed as a result of the linearization
of Q(H) as Q(H) = M(H).H. The ordinary differential equations (10) with linearized Q(H) are
solved using a weighted implicit method. Lal (1998a) used the following system of equations to
solve (10).

[AA — aAtM™ Y. AH = At M. H" + At[aS™ 1 + (1 — a)S"] (13)

in which, a = time weighting factor, assumed to be in the range 0.6-0.8 for most integrated models
and close to 1.0 when nonlinearities are severe and the model show signs of instability. This
equation takes into account the water balance of all the water bodies during the time interval

between times t" and t"™1, Knowing the volumes of water V(H") = fg,(H") at time step t" and
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AH, it is possible to compute V™1 using
Vil — v+ AALAH (14)

The new heads H"*1 at time step n+1 can now be computed using the storage-volume relationship
H"+1 = f,5(V"*1). Heads are used in the model only to compute the hydraulic driving forces in
the water movers. Except during this conversion, the model equations can be explained as a system

of mass balance equations.

When water budgets for the model are needed, the volumes of water passing between water
bodies, Qr(H_)At are computed first using (12). In this expression, the heads H used are defined
to be at a time t"+ aAt and are computed as H = H"+aAH. The water balance in any water
body i can be verified for accuracy by comparing the change in water volume in the water body

AA; (HM! — HM) with the summation of water mover discharges Qy (H)A.

THE OBJECT DESIGN

The process of abstraction and determining the relationship between abstractions form the basis
for OO design. The basic abstractions used in the RSM model include: (i) "water bodies” that rep-
resent discretized cell elements, canal segments and lakes which store water; (ii) "water movers”
that represent the only mechanisms to move water between water bodies; (iii) ”stage-volume re-
lationship functions” (SV) that map between the stages and the volumes in water bodies and (iv)
”pseudo cells” that capture the local hydrologic function in the water bodies and compute their
recharge. The entire hydrologic system can be decomposed into these and other abstract types
such as transmissivity and conveyance functions T(H) and C(H). Figure 1 shows some of the
basic building blocks of the model. These abstractions allow a single numerical scheme to be used

for the governing equations describing all flow types.

Abstract data types or classes in the model can be related to other classes through inheri-
tance. A ’subclass” or a ”derived class” of a water body base class for example, can be a discretized
overland flow cell, canal segment or a lake. They all inherit properties of the base class. Inheritance

makes it possible to use polymorphism in OO modeling and allows functions to behave correctly
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depending on the object type. Polymorphism also allows water bodies to transform into canals,
cells and lakes while water movers can transform into canal flow, overland flow and structure flow.
Special methods associated with these objects fill the proper elements in the matrix. Four of the
abstract classes used in the model are described below.

Water bodies

The water body is the basic abstraction that collects water conservatively. Water body objects rep-
resent control volumes of the finite volume method, and provide a protected status for conservative
variables such as water mass and solute mass. Cell elements, canal segments and lakes become
polymorphic water bodies. The head of the water body when needed is computed by calling the
stage-volume relationship function of the water body described as H; = fys(Vi), 1=1,2,... The
first terms of (9) and (10) represent change of volume in water bodies. Figures 1 and 2 show ex-
amples of water bodies. Figure 3 shows part of a class diagram for water bodies which was written
using the convention of Rumbaugh, et al. (1991).

Water movers

The water mover is the basic abstraction needed to transfer water between any two complex water
bodies. It represents the flux term in the finite volume method, and transfer flow across control sur-
faces as in canal flow, overland flow and all other kinds of flow such as structure flow. By design,
they conserve mass. Some water movers such as those for overland flow, groundwater flow and
canal flow are created based on cell and canal network geometry. Water movers such as structure
water movers are added as needed using input data. When new structure types are needed, they are
added only as water movers. All water mover objects are placed in object containers to be accessed
easily using the C++ Standard Template Library (STL) features (Stroustrup, 2000). Figures 1 and
2 show sketches of sample water movers. Figure 3 shows part of a class diagram for water movers.
Since only water movers can move water between water bodies, the model can track mass balance

of the system at the highest level of abstraction.

Overland fow water mover
When the water levels are above ground in adjacent cells, overland flow takes place. The dis-

charge in the water mover Q, between two adjacent cells as described in (12) is computed using
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the circumcenter method derived for mixed finite elements (Lal, 1998a).

Hn—Hn ] foo Hnw>H, and Hn>z, and Hp> 1z

Q= Al'T (15)

Admn, or Hp>Hyn and Hy>2z, and Hp>zn

in which, Hpy, Hn = water levels in triangular cells mand n; dy, = distance between circumcenters
of triangles mand n; Al = length of the wall; zy, z, = ground elevations of cells mand n; T, =
equivalent inter block transmissivity in the overland flow layer, computed based on the assumption
that transmissivity varies linearly between circumcenters (Goode and Appel 1992, and McDonald

and Harbough 1988). Variable T, is computed as

TotT T
T = ™0 for 0.995< ™ < 1.005 (16)
2 T,
To—T .
T = ———— otherwise (17)
InT—’:

T and T, are the values for the cells defined in (2) for overland flow. Matrix elements filled up by

the overland flow water movers are described in the paper by Lal (1998a).

Groundwater fow water mover
When simulating groundwater flow, transmissivity is assumed as constant inside a cell. The dis-
charge in the water mover Q; is computed using

Hm — Hn

in which, I, and I, are the distances from the circumcenters to the wall; Ty, and T, are transmissiv-

Qr =Al (18)

ities described in (2).

Canal fbow water mover
When simulating canal flow, a linearly varying conveyance is assumed between canal segments.
The equation for discharge between two segments mand n is the same as (15). The value of T, for

example, for segment mis

 An [(An\3
Tm = Imv/Shinp (P_m) 19)

in which, Ay, = average canal cross sectional area of segment m; P, = average wetted perimeter;

N, = average Manning roughness coefficient and | ,, = length of a canal segment. When simulating
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canal networks, each pair of segments of a canal joint is considered as a canal water mover. A
canal joint with n limbs has n(n— 1) /2 canal water movers as a result. All these movers have to be

considered before populating the matrix. Their summation computes the actual discharge.

Canal seepage water mover
Seepage between a canal segment and a cell is described using a canal seepage water mover. The

seepage rate g per unit length of the canal is derived using Darcy’s equation.
AH
a = kmp? (20)

in which, ky, = sediment layer conductivity; p = perimeter of the canal subjected to seepage; d =

sediment thickness and AH = head drop across the sediment layer.

Canal overbank flow also occurs between a canal segment and a segment, but only when
the cell has overland flow. The water mover used for this type of exchange is based on a simple

broad-crested weir.

Structure fow water mover

Linearization of structure equations to fit to the format of (12) is not always easy for most of
the structures. Consider a structure whose discharge can be expressed as Qs = Qs(Huy,Hd,G)
in which Hy, Hg are upstream and downstream water levels and G = gate opening. One of the
simpler methods uses a previous call to function Q(Hy,Hq, G) to obtain the following approximate

linearization.

Q(H{, Hg, G")
Hi —HY

in which the superscript n represents values from previous time steps. This linearization is ac-

Q(Hw Hd) = (Hu— Hd) (21)

curate only in gradually varied flow, and works for a limited number of cases. Considering that
Qs = Qs(Hu, Hg, G) can be extremely nonlinear, differential equations with structure equations can
be stiff and difficult to solve without special methods or small time steps. One and two-dimensional

lookup tables and regression equations are also useful in describing structure flow.

Stage-volume (SV) relationships

Stage-volume relationship functions make it possible to use local stage-storage characteristics in
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integrated models. This feature is useful when the local topography is complex as in the case of
ridge-and-slough formations in the Everglades, or as in the case of special land surface character-
izations in agricultural and urban areas. The SV relationships can provide accurate water levels
when the volume in a water body is known and vice versa. In the case of canals, they are used to
obtain the water level when the canal properties are known. Local topography, storage coefficient,
and other geometric information are used in the development of SV functions for 2-D cells. They
can be complex functions or lookup tables based on experimental data. Some simple examples of

fsv(H) are described below.

SV réationship function fs,(H) for a cell with a horizontal ground surface
When the ground level is assumed horizontal, the SV relationship for a cell with a single layered

aquifer is given by
V="fyH) = Ax(H-—2z) for H<z (22)
V=1y(H) = Asx(z—z)+AH-2 for H>z (23)
in which, z, = elevation at the bottom of the aquifer; z= elevation of the ground and A = cell area.
Inverse relationship fus(V) for a cells with a horizontal ground surface

Since the expression for flat ground is linear, (22) and (23) can be used to obtain the following

relationships.

H="fsV) = z+ {\K/ —&(z— zb)} for V > As(z—1z) (24)

H=fs(V) = z for V<0 (25)
\% .

H=fsV) = z+ As otherwise (26)

SV relationship fs,(H) for acanal segment with a rectangular section

For a canal with a rectangular cross section, the relationship is
V="fyH) = 0 for H<z (27)
V=fy(H) = BLH—2z) for H>z (28)

in which, z; = elevation of canal bottom; L = length of canal segment and B = canal width. The

inverse relationships of most of the functions are complex and are not described here. However
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they have to be monotonic.

Pseudo cells

The hydrologic system of South Florida covers areas with many types of land use. Most areas
along the east coast are heavily urbanized, while some of the areas in the south are natural and
wetland type. Areas south of Lake Okeechobee are mostly agricultural. Pseudo cells are used to
separate the complexities of the unsaturated subsurface flow accounting, irrigation practices, urban
detention and routing practices of the natural and managed systems from the regional system.
Contribution of recharge from the local system to the regional system is computed using the mass
balance condition given in (7). Pseudo cells contain storage, routing and simple management based
interchange mechanisms to simulate infiltration, percolation, seepage, and urban drainage among
other things. The AFSIRS model (Smajstria 1990), CASCADE model (SFWMD, 2001), NAM
model (DHI, 1998) and a few other models are available as pseudo cell models for HSE. The

simplest pseudo cell is one for open water where the equation for recharge (7) becomes

R=P—E (29)

Boundary conditions

When solving 1-D and 2-D diffusion flow equations, only one boundary condition of discharge
type or water level type is needed at each boundary. General head, uniform flow, and lookup
table type boundary conditions are very useful with diffusion flow. These and other 2-D boundary

condition types are described in the paper by Lal (1998a).

Some of the boundary conditions are simple enough that they can be applied to general
water bodies. The flow boundary condition for a water body is one of them. It specifies the flow

rate to a water body as
Qi(t) =Qsl(t) (30)

in which, Q;(t) = inflow rate to water body i and Qg(t) = specified inflow rate. Similarly, the head

boundary condition for a water body states that the water level can be assigned to a constant value
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or a time series value. For a water body i, it is stated as
Hi(t) = Hg(t) (31)

in which Hi(t) = the head at water body i at time t and Hg(t) = assigned value. One problem of
the head bc is that it reorganizes the entire matrix and resets data in the contributing water movers.
To avoid this, the head boundary condition can be applied to cell walls instead of cells and canal
joints instead of canal segments. To apply a head bc at a cell wall, a certain discharge q; is added
to the cell i to bring about a change in wall head to Hg(t). The discharge to be added is

_T(H)

(He(t) — Hi) (32)

lc
in which, T(H) = transmissivity; H; = cell head; | = wall length and I = distance from the wall
to the circumcenter. The general head boundary condition is also useful under certain groundwater

conditions. It is described using the equation
g = Kg | (Hg(t) — Hw) (33)

in which, Kg = specified conductance value in m/s; Hy, = wall boundary head. The uniform flow

boundary condition is similar, and relates slope to flow rate q; as
G =T(H)S (34)
in which §, = slope of uniform flow associated with the water body.

Operation of structures and pumps

Some structures and pumps in the model are operated to achieve certain performance goals in the
hydrologic system. The operations are based on rules assigned by water managers. Some of the
operations are manual and others are automatic. Some operational rules are very complex because
they have evolved over time based on historic events, human needs, and prior experiences of the
water managers. The complex operational rules and logical directives applied to the structures and

pumps are implemented as on/off type or proportional type functions on structures and pumps.

The purpose of operating structures and pumps is to achieve a desired performance in the

system at the desired time. Some performances and conditions are mandated by legislation. A
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number of the performance measures used for South Florida are described in a comprehensive
review study report (USACOE, 1999). Currently many of the operations are rule-based, and not
necessarily optimal. However optimization can be used in the future to determine decision vari-
ables in the system. The methods available include optimal control methods (Gelb, 1974), linear
programming (Loucks, et al., 1981), and optimization by simulation. These methods are built into
the MSE section of the model. The methods currently used are described in the South Florida
Water Management Model documentation (SFWMD, 2001).

Water budgets

In a compartmentalized landscape such as South Florida, determination of the water budget within
a hydrologic basin or a compartment can be very important for many water managers. Water bod-
ies and water movers are ideally suited to carry out water budget computations because they track
the volume of water contained in and passing through them using the abstract base class design.
Each water body has an attached list of water movers that can report the discharges. The discharge
computation for the water movers is carried out using (12) and the updated values of head and k.
An example showing the water budgets of two arbitrary water bodies is presented in Table 2. In the

table, the lists of water movers attached to each water body, and the discharges in them are shown.

Model errors

Even if mass balance errors in the finite volume method are small as shown in Table 2, other
computational errors can be large depending on the discretization. Improper selection of spatial
and temporal discretizations can make a model implementation ineffective in producing solutions
of certain necessary scales. Recent studies show that proper discretization can be based on rules
derived using analytical equations for numerical error (Lal 2000). These rules, along with rules re-
garding the applicability of the diffusion approximation of St Venant equations, and rules to control
nonlinear instability are important in making sure that solutions to integrated models are accurate

and oscillation free.

Numerical error analysis methods are presented partly to demonstrate their use in model

verification, and partly to demonstrate how the methods can be used in model error control. The
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experiment involves a 1-D sinusoidal boundary disturbance in a 2-D groundwater domain. The
experiment demonstrates that numerical errors of the model agree with the analytical estimates
of error. The experiment also demonstrates how to calculate numerical errors for a model when
spatial and temporal discretizations are known. During numerical experiments it can be shown that
error behavior with near-isometric triangular cells is similar to the error behavior with rectangular
cells. This allows the use of a dimensionless spatial discretization @ = k/AA for triangles instead
of @= kAx for rectangles in which k = wave number of the disturbance and AA = cell area. For the
experiment, a confined groundwater domain is created in a 10 kmx 10 kmarea and populated with
3200 approximately isometric triangles. A 1-D sinusoidal head disturbance is then introduced into
the domain by applying it on one of the boundaries. Water heads at different distances away from
the wall are then monitored over long periods. These heads are compared with their analytical
estimate to obtain observed errors in the amplitude. The observed errors are then compared with

analytical error estimates (Lal 2000).

To demonstrate analytical error estimation, the analytical solution for 1-D groundwater flow
is first expressed as
H(x,t) = Hoe sin( ft — kx) (35)

in which, f = frequency of the boundary disturbance in radians per second; Ho, = amplitude of the
disturbance; x = distance from the boundary and k = \/fs./(2T). The analytical solution for the
numerical error for this problem is (Lal, 2000).

ke 2ke
eT(X) = WX: FX (36)

in which, er(x) = maximum error over the duration as a fraction of the amplitude at a distance
x; At = time step; Y = fAt = (211/Tp)At = dimensionless time step and € = maximum error per
time step as a fraction of the amplitude; B = T At/(sc AA) in which B is a useful dimensionless
parameter which has to be less than 0.5 for the stability of the explicit method when solving the
1-D groundwater flow equation. It can be shown by substitution that = s/ (2¢?) for this problem.
Analytical values of € (or €ana) can be obtained as a function of 3 and Y or @ and @ (Lal, 2000).

Figure 5 is a contour plot of the same.
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In order to show that values of € measured in the numerical model (referred here as €qps)
compare well with analytical values of € (referred here as €ana), Values of €qns are obtained first.
To do this, e1(x) of (36) are plotted against x for a number of model runs and (36) is fitted to
determine the slope. Figure 4 shows one such plot when the period Tp = 8.6 hrs or f = 21/T, =
2.029 x 10451, At = 30 min, v/AA = 152 m for the mesh, T = 20.0m?/s (for an arbitrary porous
medium) and s; = 0.2 confirming that the error behavior is linear as shown in (36). Using the slope
of the graph 2ke/ = 8.65 x 107>, the value of & (or £qps in this case) can be obtained as 1.53%
using k = 1/fs;/(2T) = 0.001007, and Y = 0.365. The analytical value €ans = 1.57% can be
obtained using the method by Lal (2000) or Fig 5 with ¢ = kv/AA = 0.153 and ) = 0.365. The
observed value of gy for the model is shown as a dot in Figure 5 compares well with the analytical

values in contours. Table 1 shows the summary of the model runs shown in Figure 5.

The analytical values of €44 in Figure 5 can be used to predict model errors in any future
model when the cell size AA and the time step are known, and when the stress comes from a similar
forcing function. To derive an equation for maximum absolute error anywhere in the domain €45

in units of length, (35) and (36) can be used.

2Hope
favs = "o (37)

where e = 2.718. The maximum error is negative, and occurs at a distance x = 1/k from the
boundary during the peak and the trough of the cycle. The steps involved in computing the error
are: (a) compute f = 211/T, knowing the period of the water level disturbance; (b) compute ) =
fAt; (c) compute k= /fsc/(2T); (d) compute @= kv/AA; (e) use Figure 5 to read ¢ for the @and
P; (f) compute €a0s Using (37). For the problem with T, = 8.6 hrs described earlier, the error is
2.0 x 0.0157/(2.718 x 0.365) = 3.2% of the disturbing amplitude according to (37). If this error

is too large, finer discretizations have to be selected.

Once the discretization is known, error analysis can be used to determine the cutoff fre-
quency and wave number of the solution. A time step of 30 min for example can only represent
solutions of period larger than 2mAt /y = 211 0.5/0.5 = 6.3 hrs. with 1% accuracy (Lal, 2000).
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The smallest spatial feature for this solution is 21tx 152/0.5 = 600 m long. The second impor-
tant consideration in selecting a discretization is run time, which is proportional to k4/(L|J(p2) or
f2/(Ww@?) in which k or f describes the level of spatial and temporal detail needed to be simulated
by the model (Lal, 1998a).

MODEL VERIFICATION AND APPLICATIONS

The computational methods used in the RSM model have been verified in the past using a number
of methods (Lal, 1998a). The most rigorous verification of the model was carried out using an
analytical solution for the problem of stream-aquifer interaction (Lal 2001). In the test, sinusoidal
water level disturbances of varying frequency were used to disturb a canal interacting with an
aquifer. The decay and the delay of the solution for water levels in the system were obtained using
the current model and the analytical method. A wide range of parameter values were used in the
test. The results of the test plotted using dimensionless variables show that the numerical solution
agrees with the analytical result. The error analysis described in the previous section is also useful

as a verification method.

The earliest application of the FORTRAN version of the model with 2-D overland and
groundwater capabilities was on the Kissimmee River (Lal 1998a). The C++ version of the model
with 2-D capabilities was used to simulate flows in the Everglades National Park by Lal, et al.
(1998c). The current application uses the fully integrated model in C++. The L-8 basin of South
Florida was selected to demonstrate the complexity of the problem, while keeping the presentation
simple. Many of the hydrologic components and issues related to the L-8 basin are typical for South
Florida. Although it is usually not easy to isolate individual basins in the South Florida hydrologic
system, the L-8 basin is relatively isolated and therefore somewhat easy to study. Figure 6 shows
a site map of the L-8 basin. The details listed below will demonstrate how even the simplest
basins can have a large amount of critical information to consider. As it can be seen, many of the

complexities are due to human influences.

A brief description of the L-8 application

The L-8 basin is located within an area approximately 100 km x 100 km in size, near the northern
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boundary of Palm Beach County, FL. It is delineated by artificial levees, and consists of natural,
agricultural and urban areas adjacent to each other. The basin is bounded by the L-8 canal and the
M-canals on the south, the Pratt and Whittney Complex and the Indian Trail Drainage District on
the east, and the Lake Okeechobee on the west. It includes the Corbett and Dupuis Wildlife areas
to the north, parts of the Village of Royal Palm Beach (VRPB) to the east, an agricultural area
covering citrus to the south, and an agricultural area to the north. Water supply needs of the system
include the agricultural demand in the north drawn from the L-8 canal, irrigation withdrawals along
the M-canal and water withdrawals from M canal for the City of Palm Beach Utilities Department.
Eastward water movement along the M-0 canal is due to the pump station on the canal. The
capacity of the L-8 canal is about 14 m3/swhen its water level is about 4.6 m above sea level. The
capacity of the M-canal is about 8.5 m*/s. The M-1 canal drains some of the water in the Village

of Royal Palm Beach to C-51 canal.

The L-8 canal is connected to Lake Okeechobee at culvert S10-A at the north end. During
the simulation period, excess runoff from L-8 is routed to the lake by gravity during flooding. At
the southern end, L-8 is connected to the structure complex S-5A, which is capable of sending
water to the south, L-8 canal or the C-51 canal and then the ocean depending on a number of
conditions. The model uses a head boundary condition at culvert S10-A and a discharge boundary
condition near the structure S5-A. The L-8 canal and all the other canals are fully integrated with
the 2-D flow domain except near S5-A where the canal runs by itself. Most of the 2-D domain
covered in the model is assumed to have no-flow boundaries. The boundary condition near the

agricultural area south of S10-A is a constant wall head type, set to 4.3 m.

A number of levees restrict overland flow in the basin. The levee along the L-8 canal
is the most prominent, and prevents water in the Dupuis and Corbett wildlife areas from directly
entering into the L-8 canal. There are four water control structures and bleeders located in the levee
to maintain the water levels in the 5.2-5.8 m range and release the excess to L-8. A second levee,
marked as FPL road on the map, runs from north to South between the Dupuis and Corbett areas

preventing overland flow between them. A third levee prevents overland flow from the northeastern
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quarter entering the VRPB except through a culvert structure. The remaining canal sections in the
southwestern quarter are assumed to be without levees and are therefore subjected to both stream-

aquifer and stream-overland flow interactions.

The operation of the 720-acre impoundment by the Indian Trail Water Conservation District
(ITWCD) is used to demonstrate how one of the water management operations are simulated in
the model. The impoundment is used during floods to maintain low water levels in areas draining
to M-0 canal. The ITWCD operates pumps sending water into the impoundment when the flood
levels at the M-0 canal exceed critical levels. The pump capacity is 31 m®/s. The outflow from
the impoundment passes through three outflow structures with 1.4 m discharge pipes and a 6.4
m invert elevation. The discharges in the pumps can be characterized approximately using a 1-D
lookup table in XML similar to the following. The following is also a self explanatory example of

the use of XML in data entry.

<single_control wm D="3" id1="10034" id2="354"
control ="10034" revflow = "yes"

| abel =" Punp at the inpoundment” >

5.0 0.0
5.1 6.3
5.3 12.6
5.9 25.2
6.1 31.0

</single_control >

The lookup table moves water from a water body with ID=10034 which is the canal segment in
M-0 to water body with ID=354 which is a cell in the impoundment starting at a water level of 5.0
m. Pumping is controlled by water level in the water body 10034. When the water level of the
control is 5.9 m, the discharge rate is 25.2 m*/s as shown in the lookup table. The identification

tag of the water mover is 3, which is used when assigning an operational logic. The operational
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logic is written at a separate section of the model called the management simulation engine (MSE)

not described here.

The total simulation period used is between 1992-1995, while 1994 is used for calibration.
The time step selected is 1 day because of data availability. The area is discretized using 1027
cells and 49 canal segments. Figures 6 and 7 show the discretizations. Daily rainfall and potential
evapo-transpiration (PET) are provided to the model in a 3.22 km X 3.22 km square mesh. The
first seven months of the simulation are used for initialization. Figure 7 shows the water levels and
the water velocity vectors one year after the simulation has begun. The figure shows the drainage
patterns in the L-8 basin and the confluence of flow into the area where the structures are located.
The flow is prevented from moving into Dupuis because of the levee between Dupuis and Corbett.
Figure 8 shows water levels at gages marked DUPUIS1 and DUPUIS2 in the northern part of the
basin. Figure 9 shows that water levels in the basin very close to the canal are influenced by the
canal levels. The correlation coefficients for DUPUIS1-4 gages calculated according to Flavelle
(1992) are 0.80, 0.81, 0.85 and 0.88 and the standard error estimates are 0.03 m, 0.03 m, 0.15 m
and 0.13 m respectively. All the water levels indicate that the model is capable of representing
the system reasonably under the natural stresses of the rain and imposed stresses of the L-8 canal.

Figure 10 shows the simulated and computed discharges in the L-8 canal for the same period.

The finite volume method and the object oriented code design are responsible for some of
the water budget functions of the code. These capabilities are illustrated using water budgets of
two water bodies for one day of the simulation period. Table 1 shows the water budgets of cell
192 and segment 10008 on December 31, 1992. The tables were created using the list of water
mover objects attached to the water bodies. This computation was easy because of the finite vol-
ume method, and the fact that water budget calculations are assigned to abstract base classes of
water bodies and water movers. The example illustrates the complexity of the system and how it

is managed using the new tool.

Current and future applications

One of the functions of RSM in South Florida is to serve as a regional hydrologic model for many
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disciplines. Since RSM provides support to accommodate complex site-specific conditions using
features such as pseudo cells, SV relations, transmisivity functions and conveyance functions, it
is possible to design many complex model applications without making code changes. Scientists
familiar with complex local conditions and management rules can develop pseudo cell models de-
scribing local agricultural practices, permitted rules and other informations, and the model can pop-
ulate various areas with these pseudo cell objects. Current applications of the methods discussed in
the paper include the Water Conservation Area 1 (16292 cells), South West Florida, (40000 cells),
Loxahatchee river watershed (7247 cells), Welter, (2002), Southern Everglades (52817 cells) in
Florida, and the Kala-Oya basin in Sri Lanka (3200 cells), Lal et al., (2004).

SUMMARY AND CONCLUSIONS

An implicit finite volume method, a high-speed sparse solver, and the object oriented design ap-
proach contributed to the development of a fully integrated regional hydrologic model. A number
of abstractions such as the water body, water mover, storage-volume (SV) relationship and pseudo
cells were used to accommodate the complex hydrologic features of the system seamlessly into
one simple computational algorithm. An object oriented design provided an unlimited capability

for the model to expand. The implicit method helped to make it stable.

The model was applied to a small but complex hydrologic basin in South Florida to demon-
strate how different hydrologic components with different land use types could be incorporated
into one model application. Results show that the model is capable of simulating the water levels
and discharges observed in the field. Results also show that the model can provide consistent water

budget information for model components.

The limited error analysis shows that the numerical errors of the model results agree with
the error estimates computed using analytical methods developed by Lal (2000). Analytical es-
timates of numerical error are extremely useful in designing suitable model discretizations with

known numerical error limits.
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Table 1: Model runs used in the comparison of analytical and observed errors

Tp AT nf/s|k mt ® P B| €aa Eobs
8.6 hrs | 0.5hrs 20.0 | 0.00101 | 0.153 | 0.365 | 7.791 | 1.53% | 1.56%
8.6 hrs | 0.5hrs 2.0 | 0.00318 | 0.484 | 0.365 | 0.779 | 1.81% | 1.57%
5.1hrs | 0.5 hrs 20.0 | 0.00131 | 0.199 | 0.616 | 7.791 | 4.1% | 9.0%
20.0 days | 1.0 day 2.0 | 0.00043 | 0.0648 | 0.314 | 37.39 | 1.13% | 1.12%
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Table 2: Sample water budgets for two water bodies on Dec 31 st, 1992 in m3/day

Water Body Attached water movers Inflow vol
Cell 192 Overland from Cell 191 0.00
Overland from 94 0.00
Groundwater from cell 191 6.56
Groundwater from cell 193 3178.24
Groundwater from cell 94 -44.39
Seepage from seg 10008 -4722.00
Change in storage -1268.68
Mass balance error 2.2 x107°
Segment 10008 | Flow from seg 10007 -63347.40
Flow from seg 10009 51222.50
Flow in weir 0.00
Flow in bleeder 0.00
Overbank fl. from cell 191 6436.07
Seepage from cell 191 4722.06
Seepage from cell 96 65.60
Seepage from cell 94 35.96
Seepage from ell 95 13.61
Change in storage -861.50
Mass balance error -8.3 x107°
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APPENDIX 11: NOTATION

The following symbols were used in the paper.

cross sectional area of a canal

lake area

width of a canal segment

conveyance of overland flow

frequency defined as radians per second

stage-volume relationship function converting head to a volume
water head

heads of water bodies at time step n

wave number defined as 217 wave length.

resistance matrix

Manning coefficient

water surface slope

hydraulic radius of the canal

net contribution to recharge from local hydrology to the regional system
storage coefficient of the soil

transmissivity of the aquifer

time

conservative variables in the equations of mass balance.
volumes of water contained in the water bodies.

source and sink terms in the continuity equation
Cartesian coordinates

ground elevation of cell m

time weighting factor

diagonal matrix of effective areas.
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DETERMINATION OF AQUIFER PARAMATERSUSING
GENERATED WATER LEVEL DISTURBANCES

A. M. Wasantha Lal 1

A method was developed to determine bulk values of aquifer and sediment pa-
rameters in a coupled canal-aquifer system using generated sinusoidal water level dis-
turbance. The method is based on analytical solutions to canal-aquifer interaction
derived in terms of dimensionless parameters. Numerical models were used to verify
the behavior of the solutions in selected test problems. The method was applied to de-
termine physical parameters of the L-31W canal in Miami-Dade County, Florida near
the Everglades explicitly both in dimensionless and dimensional forms. The physical
parameters were derived using data collected from a field experiment that was carried

out using operational control features of the regional water management system.

Results of the analysis show that various dimensionless parameter groups de-
termine dynamic behaviors of both confined and unconfined aquifers during canal-
aquifer interaction. Which seepage process dominates in the system depends on the
range of a particular dimensionless parameter. The analytical relationships developed
in the paper are useful for calculating parameters in large regional systems where the
historical data are noisy or questionable. These relationships make it possible to use
measured stresses applied to the system in order to create recognizable signatures that
can be used with relationships between the input and output signals to determine the
parameters. Sinusoidal stresses were used in the current test, and the resulting param-

eter values are expressed in both dimensionless and dimensional forms.

1|_ead Engineer and Supervising Engineer, Model Development Division, South Florida Water Management Dis-
trict, 3301 Gun Club Rd., West Palm Beach, FL 33406



INTRODUCTION

Quantification and control of groundwater flow and canal seepage in South Florida have become
important concerns because of the role they play in management of the hydrology. Water manage-
ment involves resolving problems created by competing and conflicting needs to access or control
water. In this region, too much water is present during wet periods which must be routed away to
tides or storage areas to be used during dry periods. During dry periods water is needed to meet
demands in the agricultural and urban areas, satisfy environmental needs, control salinity in coastal
areas, and restore natural areas such as the Everglades. Management of natural wetlands that are
located next to urban and agricultural areas is an extremely difficult task considering that the wa-
ter levels maintained for various land use types are different and the underlying limestone-based
aquifer is extremely porous. The hydrologic system in southern Florida is complex due to the pre-
sense of canals that allow for the conveyance of water in and out of Lake Okeechobee, dikes and
levees that create regional impoundments (water conservation areas), urban areas and natural areas.
Any future restoration of natural areas could be accomplished only by ensuring that water supply
and flood control needs in the urban and agricultural areas are not affected. In order to achieve
all these goals, a good understanding of surface water flow, groundwater flow, and stream-aquifer
interaction in canals is needed along with accurate estimates of underlying physical parameters. In
the specific case of study site L-31W shown in Figure 1, determination of groundwater flow and
canal seepage parameters is important in necessary in order to understand and control groundwater
flow and canal seepage out of the Everglades National Park (ENP), minimize impacts of urban
well fields, and manage freshwater base flow to Biscayne Bay. This manuscript describes a field
test that can be used to determine aquifer parameters, and an analytical solution that can be used

to calibrate aquifer and canal seepage parameters.

In South Florida, calibration of regional parameters is not a simple process because the physi-
cal system itself is not simple and the state variables of the system depend heavily on complicated
operational rules. A typical water level or discharge time series in South Florida shows primar-
ily the effects of rainfall and evapotranspiration (ET) stresses over with the effects of local and

regional stresses due to structure and pump operations by public water supply users, industrial
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users and agricultural users superimposed. Under these conditions, a calibration based on opti-
mization or manual methods also has a limited use, partly because of the noise generated during
the operations. Some of the calibration methods fail when the level noise in the historical data due
to unmeasured natural and operational stresses are extremely high. One reason for the difficulty
of calibrating such a system is the lack of understanding of the cause and effect relationships of

hydrologic stresses and hydrologic responses.

The problem of parameter estimation of integrated models is complicated for other reasons as
well. Since many integrated models are under-determined, it is difficult to obtain high parameter
resolutions and low parameter errors when the data is noisy and the data collection network is
sparse (Lal, 1998). Many of the numerical models for integrated systems are under determined
because of the overuse of physical parameters. Even when the values of some of the parameter
groups can be determined, resolution of the individual physical parameters can be difficult at times.
In the case of the calibration of groundwater flow for example, hydraulic head data can be used
to determine aquifer diffusivity, but not individual parameters for transmissivity and storativity. A
second condition such as a steady state or a known discharge, is required to solve this problem.
The result of using poorly calibrated or resolved parameters is large output uncertainty. When this

happens, use of a model is limited to the locations where good data is available for the calibration.

Field testing is often used in the past on a number of occasions to determine aquifer param-
eters. Many of the field testing methods make use of analytical or numerical models. A compre-
hensive list of analytical equations that can be used to determine aquifer parameters is listed in
the text by Bruggeman (1999). The method developed by Carr and Van Der Camp (1969) is one
of the earliest that is similar to the current application. In its application, the amplitude and the
phase lag of tidally induced water levels were used to obtain aquifer characteristics. Pinder, et al.
(1969) developed a method to determine aquifer diffusivity using aquifer response behavior under
fluctuating river stages. Since analytical equations used for this method cannot be solved explic-
itly, best fit methods were needed to obtain diffusivity from this test. Recent work on canal-aquifer

interaction by Zlotnik and Huang (1999) also involved analytical expressions for dynamic aquifer



response in the case of shallow penetrating streams with bed sediments. Additionally, Motz (2002)
also obtained a solution for a leaky confined aquifer using a 1-D dynamic solution for a canal cross
section. All these solutions were for sudden changes in canal levels. Lal (2001) obtained a solution
for the canal-aquifer interaction problem assuming diffusion flow along the canal with sinusoidal
water level changes. As a result of the solution, it was possible to identify dimensionless parame-
ters important to the variation of water levels along the canal. Recent additions to methods capable
of determining aquifer diffusivity include analytical methods developed by Swamee and Singh
(2003) and Singh (2004). These approaches however require the use of optimization methods to

determine parameters.

In the specific case of southeast Florida, understanding the Hydrogeology has been challeng-
ing from the beginning. The difficulties have been described by many investigators from earlier
times as in the case of Klein, et al., (1977) to more recent times as in the case of Miller (1997).
Many including Fish and Stewart (1991) have described the difficulty of characterizing the aquifer
as confined or unconfined, and the difficulty of describing some of the properties. Recent investi-
gators on the heterogeneity include Cunningham, et al. (2003). Under these difficult conditions,
canal drawdown experiments in conjunction with flow meter experiments have been used in the
past to determine aquifer parameters. Since conducting pump tests in southeast Florida has been
found to be a futile task, most drawdown tests make use of steady state solutions to determine
canal aquifer parameters. Chin (1991) for example developed an analytical method to determine
aquifer transmissivity after considering the clogging effects of bottom sediments. This method has
been tested in the L-31N canal. In this test, a term “reach transmissivity” defined as the flow out of
a canal per unit length per unit head drop is used to measure the composite aquifer and sediment
resistance to seepage. Genereaux and Guardiaro (1998) also conducted a drawdown test based on
steady state equations to determine aquifer and canal resistance properties in the L-31W canal.
Most tests, based on a steady state assumption only provide a limited set of parameters related to

canal-aquifer interaction.

In this study, analytical solutions for simulating the dynamics of fully coupled canal-aquifer



interaction at a canal cross section are developed. It is assumed that the system is disturbed through
changes in the canal stage. The analytical expressions are used to understand important seepage
characteristics and estimate aquifer parameters. The analysis is first carried out for a single Fourier
component of a general solution in order to simplify it. The results of the analysis show the
existence of a number of basic dimensionless parameter groups influencing the solution. Some
of these groups were previously listed by Lal (2001). Furthermore, since this study is based on
water level variations along the canal, it is difficult to focus on cross-section based behaviors.
In the current study focusing on a cross section, the dimensionless parameter groups influencing
the solution include (a) a parameter group related to aquifer diffusivity; (b) a parameter group
explaining vertical leakance in the case of a confined aquifer; (c) a parameter group explaining
canal sediment resistance; (d) a parameter group explaining canal and aquifer storages and aquifer
transmissivity. These dimensionless parameter groups determine the propagation behavior in the
aquifer and the water levels at any point in the system. Extreme behaviors such as the hydraulic

cutoff between the stream and the aquifer are functions of these parameter groups.

Field tests were conducted in the L-31W canal, which is part of the managed south Florida
conveyance system. During the test, periodic discharge disturbances of known magnitude were
generated using pumps and structure facilities. Water level disturbance data collected during the
test from various points in the system were used to calculate the phase and the amplitude of the
disturbance. Explicit relationships between the wave characteristics and parameters were used to
determine the parameter values for sinusoidal stresses. A dry period was preferred for the test due
to the low noise level and the absence of ponding. A low noise level in the data was important as a
way to reduce parameter uncertainty. The period of the wave was selected so that only the targeted

zone adjacent to the canal was stressed.

Analytical expressions relating parameters to the stress-response relationships are useful when
studying both physical and numerical systems. These analytical expressions can be used to solve
a number of problems in system identification especially when there is excessive data noise and a

lack of knowledge of cause-effect relationships between the stress and the response. In the current



experiment, both the stress and the response are sinusoidal and the calculations of parameters
are based on measured amplitude and phase. Experiments such as this suggest that it is possible
to determine targetted parameters of the system, or understand the effect of targetted parameters
whether the system is physical or numerical. Understanding and calibrating numerical models is a

novel use of these analytical expressions.

There are advantages and disadvantages associated with the test. It is generally environmen-
tally nondestructive, and the effects are local. It is easier therefore to obtain approval of a test from
regulating agencies, even when testing is conducted close to a sensitive area. The flexibility to
select the frequency and the amplitude allows for control of the tested area. High frequency dis-
turbances are useful for investigations close to th canal, and low frequency disturbances are useful
for far field investigations. In both cases, the overall resolvability of the parameters is limited by
data noise. The disadvantages of the test are mainly due to the difficulty of creating sinusoidal
water level or discharge disturbances in canals using limited operational facilities. Disturbances
that have square wave shapes are also useful, but the analyses are complex. The test assumes the
absence of ponded water over the aquifer and the differences in water levels along the canal to be
small compared with the amplitude. The test is proposed to many areas of South Florida where the

canal segments are relatively short or the water level differences along the canal are small.

THEORETICAL CONSIDERATIONS

In this section, analytical expressions describing the dynamic behavior of canal-aquifer interaction
are derived. The derivation is carried out for a canal cross section as shown in Figure 2 assuming
that the canal is fully coupled with the aquifer, and the seepage is impeded by a possible canal
sediment layer. Even if the analysis is carried out for a leaky confined aquifer, the results are ap-
plicable to both leaky and non-leaky confined aquifers as well as unconfined aquifers when the
coefficient of leakage or leakance of the confining layer is set to zero. The water level is assumed
to be flat, and therefore the results are applicable to many short canal segments in south Florida
with structures at both ends. This assumption is valid when the water level differences along a

canal are small compared to the water level changes in the canal over a test cycle. The following



analysis is aimed at obtaining expressions for aquifer parameters in terms of the amplitude and the

phase of the water level at different points in the aquifer.

Influence of diffusivity and vertical leakiness on the propagation behavior of confined aquifers
The one dimensional governing equation for a leaky confined aquifer is used to derive expressions
for two parameters; the aquifer diffusivity and the coefficient of leakage of the confining layer. The

governing equation for groundwater flow in a semi-confined aquifer is (Bear, 1979)

oH d [_H\ k
&E—R:&<T&)+a(h(t)—H) 1)

in which R = recharge per unit length; T = aquifer transmissivity; H = water head in the leaky
confined aquifer; h(t) = water head outside the leaky confined aquifer; &,/k, = coefficient of
leakage or leakance of the semi-pervious confining layer. In unconfined aquifers, transmissivity
can be approximated as T ~ Kd where K = hydraulic conductivity; d= average aquifer depth. For
fully confined and unconfined aquifers, the term with k, /& is absent. The analysis of (1) is based

on a single Fourier component of the solution described as
H= Hoel ft—kx (2)

where f = 211/P = angular frequency of the perpetual disturbance imposed on the systemas; P =
period of the disturbance; k = k; + kol where k; = amplitude decay constant; ko = wave number

and | =+/—1. All complex numbers are in boldface.

Values of k1 and k> are key to the determination of aquifer parameters such as diffusivity (Carr
and Van Der Camp, 1969). They are determined experimentally using linear plots of log amplitude
and phase lag with distance at different points in the path of propagation. The linear equations
used for this purpose are derived using (2) which can also be stated as H, = Hoe~k*sin ( ft — kox).

The linear equations are:

Hal\ B
—In<m> = kg x—In(as) 3)

¢ = kex+¢s (4)

in which, Hp = |Ho| = amplitude of the water level at the canal; H, = amplitude of the water level

at a distance x from the canal; ag = ratio of the amplitude of the water level just outside the canal
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sediment layer to the amplitude in the canal; ¢ = phase lag between the water level in the canal and
a point at a distance x from the canal; ¢ = sudden change in the phase due to canal sediment. The
graphs of —In(|H>|/|Ho| vs x and ¢ versus x for a homogeneous medium are straight lines with
slopes ky and ko respectively. Both as and ¢ can be calculated from the intercepts. If there is no
sediment layer, the intercept would be zero. Any nonlinearity in the curve indicates inhomogenuity

of the aquifer with local slopes reflecting local parameters.

In the case of fully confined aquifers, k; = ko = kg (Carr and Van Der Camp, 1969). When
the aquifer is semi-confined, k; and ko deviate from each other. The amount of deviation of k1 and
ko from a base value of ko for non-leaky aquifers can be used to obtain the coefficient of leakage
itself. In order to calculate an expression for measuring the coefficient of leakage, (2) is substituted

in the governing equation (1), and the result k% = 2(1 + r])k(z) is solved to give k = kon(n)exp (1K)

in which.
nn) = v2(1+n)? (5)
= -1 1 6
<) = (v1+n2+n) ©
0 = \o )
Ky
"= i ©

When expressed as real and imaginary components of k,
4 = koy/ (VIFZ ) (VIR ©)
o = kO\/ (vVi+n2-n) (10)

The dimensionless parameter n in (8) describes the leakiness of a confined aquifer. The equations

show that k; = ko = kg for confined aquifers, and k; > ko when the confined aquifer becomes
leaky. If ky and ko are significantly different, the implication is the presence of a leaky semi-
confining layer. In this case (9) and (10) can be used to determine n by first calculating ry =

ki/kz =N+ +/1+n2 and then using n = 0.5(r2 — 1) /ry. Parameter Ko is then computed using
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ko = 1/ (k& +k3)/n. For unconfined aquifers or fully confined aquifers with no leakiness, n = 0,
nin)=n= V2, and ky = ko = k. If there are enough data and the slopes k; and k», along with
their intercepts vary from place to place in the aquifer, the values can be used to create a map of

aquifer properties can be plotted on a map to show the heterogenuity.

If the aquifer is leaky confined, ki > ko implying that disturbances decay faster and travel
slower. If for example a difference between ki and ko of more than 5% is considered detectable
and significant, the condition for a confined aquifer becoming leaky can be expressed as n > 0.05.
Similarly, if the difference is more than 25%, then n > 0.25. When the leakiness is extremely large
and ko reduces to a very low value such as 5% of its original value, the corresponding n = 200.
The disturbances decay very rapidly under this condition. The governing equation (1) with an ex-

tremely large leakage term is not practically useful.

Numerical experiment to verify the analysis

A numerical experiment was carried out using the MODFLOW model (McDonald and Harbough,
1988) to test the validity of equations (9) and (10). In the experiment, real and imaginary compo-
nents of k obtained using the analytical expressions and the MODFLOW model were plotted sep-
arately as shown in Figure 3. For the MODFLOW model, a 1-D two layer groundwater problem
was set up with 200 cells of 200 m length. The confined layer was assigned a transmissivity value
of 2.777 x 10~4 m?/s and a storage coefficient of 0.001. A sinusoidal pumping rate with a period
of P =48 Hrs or f = 3.636 x 10> s~ was used with an amplitude of 1.0 m3/s. Water levels at
distances of 100 m, 200m, and 300 m were observed at every 1.0 Hr time step. The model was run
with values of k,/8y ranging between 5.5 x 10~*2 s and 1.0 x 10~7 s~1. The amplitude and the
phase of the observed water level disturbance were calculated using the least square method as de-
scribed later. The amplitudes were used to calculate ky using (2) giving k; = In(Hz/H1) /(X2 — X1)
where H; and Hy are the amplitudes at observation stations 1 and 2 at distances X2 and x; from
the canal. Phase measures were used to calculate ky using ko = @ — @1 /(X2 — x1) where @ and @
are the phase values at stations 1 and 2. The value of kg was computed as descried earlier as 8.09
x10~3 m~L. Figure 3 shows that the values of ki/Ko and kp/ko obtained using the MODFLOW



model agree with the analytical solution. The figure also shows how the speed of propagation de-

creases and attenuation increases with increasing leakiness.

Analytical relationship for water levels across the sediment layer
If the intercepts in (3) and (4) are not zero, values of as and ¢ obtained from these intercepts can
be used to calculate the parameters related to the canal sediment layer. The following mass balance

condition is used to obtain equations relating the intercepts to the parameters.

oH k.
_Ta—xl x=0=P (6—Z> (Ho—Ha) (11)

where p = wetted perimeter along which seepage occurs; ks = hydraulic conductivity of the sedi-
ment layer; &s = thickness of the sediment layer; ks/ds = leakage coefficient of the canal sediment
layer. Figure 2 shows a definition sketch. If there is heterogeneity of sediment properties at the
bottom or the sides, a composite value of pks/ds has to used. Assuming the solution in the canal is
described as Hp = Ho€' 't, and the solution in the aquifer just outside the sediment layer is described

as Hy = Hq€ =195, the following can be obtained using (11) after simplification.
ks
TkH1= p5-(Ho—Hy) (12)
S
After substituting for k from previous section, this reduces to
[—”(c?) e+ 1} Hy=Hge '¥s (13)
where o = dimensionless sediment conductance parameter defined as (Lal, 2001)
p ks Ks 2
_PK_ s/ 14
O7 Thode  Pas\ TseT (14)
Equation (13) can be used to express the relationship between Hy and Hg as
oe 't

Hi = H 15
! VN2 + 2nocosK + a2 0 (15)

Equation 15 shows that the amplitude Hp is reduced due to the sediment layer by a factor as given

by

as(o,n) = ° (16)

~ V/n212nocosK + 02
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and the phase lag due to the sediment layer is

n sink
v/n? 4+ 2nocosk + a2

ds(0,n) =sin~* (17)

If the aquifer is unconfined or non-leaky confined, n = v/2 and the reduction of amplitude due
to the canal sediment layer alone can be shown to be varying with o as described in Figure 4.
According to this figure, the canal is at a completely cutoff state (5% connection) when o < 0.073
and a completely connected state (95% connection) when o > 19.5. Table 1 shows a summary of

this and other dimensionless parameters.

Relationship between a flow pulse and the resulting head response
The following mass balance equation for a unit length of the canal is used to obtain a relationship
for the change in water level in a canal for a given inflow.

oH, _oH
q+2Ta—X1 = BTO (18)

in which, g = discharge into the canal per unit length; Ho = water level in the canal; B = width
of the canal. Substituting the sinusoidal form of the solution discussed earlier for water level, and
using q = go€ f*'8 for discharge rates, the following expression can be obtained after using (15)

to explain the relationship between H1 and Ho.

%e"q’s ~ Ho [\/?Gs(;) n(ﬂ)e(K—¢s)| 1 (19)

in which x is the single most important dimensionless parameter describing both storage and re-

sistance effects of canal-aquifer interaction.

fB f

The effects of the sediment layer and the coefficient of leakage of the aquifer also influence the

solution. These effects can be incorporated into x in (19) using the modification
V2
X =X—7—=
as(o) n(n)
in which ag(o) is defined using (16) and n(n) is defined using (5). In unconfined or non-leaky

(21)

confined aquifers, X’ = x/as(0). If there is no sediment resistance as well, x' = x.
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The ratio of the change of head to the change of flow can be defined as a dimensionless
parameter &. This parameter can be described using (19) as
HofB . X/
do V(4 + (X)2+4x'sin (K — ¢s))
The phase lag 0 between the head and the discharge can also be obtained using (19) as
1 2cos(K — q?s) (23)
V(4+(X)2+4x'sin (k — §s))

Equations (22) and (23) are similar to (16) and (17) in behavior. If there is no aquifer to interact,

(22)

&(X,0,n) =

8(x,0,n) = cos™

& = 1. If it is assumed that the interaction is negligible at & > 0.95, the corresponding condition
is x' > 27.6. The canal amplitude is maximum under this condition. Similarly the interaction is
maximum and there is significant damping of canal amplitude with & < 0.05 or X’ < 0.1. Figure 5
shows the two cutoff values of 95% and 5% at both ends of the asymptotic curve. If the effect of
the sediment layer is insignificant, o = 0, and therefore ¢s =0, as(o) =1 and X’ = x. Equation 22

then reduces to
. HofB . X

P24 (V2+x)?
which relates the pulse response behavior to aquifer property X.

3

(24)

The parameters x and ko together are useful in obtaining primitive values of T and sc. The
parameter ko only gives the diffusivity T /sc and x gives Ts.. They both have to be combined to
obtain T and s

Numerical experiment to verify the analysis

Numerical experiments were carried out to determine the validity of (22) and (23) and under-
stand relationships among relevant dimensionless variables. A 1-D fully implicit numerical model
having a formulation similar to MODFLOW was used for this purpose with spatial and temporal
discretizations of 100 m and 1hr respectively. In the model, a canal subjected to water level dis-
turbances of period 16 hrs was simulated. Other model parameters were selected to give decent
ranges for the dimensionless parameters investigated. The results shown in Figures 5 and 6 are

independent of the actual physical dimensions of the problem. These results show how ¢ and 6

12



vary with x and o. The solid line shows analytical values and the symbols show numerical model

values. The results show that the numerical solution agrees with the analytical solutions.

Numerical experiment showing the applicability of the analytical solution to short canals

The analytical solutions derived in this paper are exact for infinitely long straight canals. Unfor-
tunately some canals in South Florida are short. In this section, the applicability of the solution
to short segments is tested by comparing the numerical solution in a 2-D model domain with the
analytical solution. The complete analytical solution for a short segment is obtainable by superim-
posing point solutions of variable strength. This method that is not presented here, forms the basis

of the transient analytic element method for Dupuit-Forchheimer flow (Bakker, 2004).

The numerical solution of the test problem used for the test is shown in Figure 7. It is obtained
using the RSM model (Lal, et al. 2005) with a right triangular mesh of size 10 m and canal
discretization of length 100 m. It shows dimensionless water levels around the closed end of a short
canal. The distances used in the figure are in dimensionless units, created by dividing the actual
length by a characteristic length A = \/'IW The contours of the amplitudes of ground water
levels obtained numerically are plotted as a fraction of the amplitude of water level at the canal
(H/Ho). The other parameters used in the experiment are: P = 32 Hrs, T = 0.003 m?/sand s =
0.2. The sediment layer is assumed to be absent making as= 1.0 and ¢s = 0. For the parameters
selected, the characteristic length is A = 16.58 m. In order to obtain an analytical solution to
compare with the numerical solution, the parameter x is computed first as x = 5.52 using (20) and
B = 18.3 m. The dimensionless amplitude of the water level fluctuation is calculated next using
(22) as & = 0.78. The corresponding dimensional value is go = 0.01 as Ho = qo¢/(fB) = 7.81m.
For comparison, the numerical model result obtained using the RSM model shown in Figure 7 is
7.56 m. The difference between these values have to do more with the crude discretization. This

experiment shows that (22) is a good approximation even for shorter canal segments.

The amplitudes of groundwater levels obtained analytically and numerically at an arbitrary
distance of 20 m from the center of the canal are also compared next. The analytical solution
computed using (2) and (8) is Hy = Hoexp(—y/(Av/2)). At a distance y = 20m, Hy = 7.81 x
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exp(—20/(16.58 x v/2)) = 3.32 m. The value obtained using the RSM model, as shown in Figure 7
is 3.15 m. These results show that unless the canal is extremely short, the numerical solutions for
groundwater and canal flow are reasonably close to the analytical solutions. Considering that the

discretization is crude, the discrepancy has more to do with the numerical error.

Methods used to obtain the amplitude and the phase from time series data

The first step toward determining aquifer parameters involves analyzing the water level time series
data to obtain the amplitudes and the phase lags. A number of techniques are available to carry out
this task. Since the frequency of the disturbance is constant during the experiment, the problem
involves the determination of amplitude a and the phase b when the data are fitted to H = a sin( ft +
b). Before fitting to the curve, the data are de-trended to remove any regional influences. After

that, three methods were used to obtain a and b values.

The first method used to calculate a and b is based on a least square best fit approach. This
method can be used even with missing or short data records. With this approach, Sis minimized

for elapsed times t; in which i = 1,2,...n;; ny = number of time records.

n
S= Zl(Yi —asin(ftj+hb))? (25)
=
Conditions 35 = 0 and 3 = 0 give the following to be solved for aand b
Y Yisin(fti 4 b) 3 Yi cos( ftj +b)
in2 TS sin(ft . 0 (26)
ysin®(fti+b) ¥ sin(fti+b)cos(fti+b)
3 Yisin( ftj + b) 27)

s sin?( ft; + b)
The second method is based on the cross correlation of the de-trended data. The phase lag and
the ratio of the amplitudes that give the best correlations are selected as b and a respectively. A
third approach was also used based on manually selected peak and trough points in the water level
curve. The amplitude and the phase lag calculated manually are crude. However this last method

can eliminate some known data problems.

APPLICATION TO THE L-31W TEST SITE
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A pilot tetst was conducted in the L-31W canal in South Florida to see if the analytical expressions
derived earlier can be put to practical use. This is accomplished by using them to understand the
dynamics of the canal-aquifer system and calculate bulk aquifer parameters. The test can also

teach lessons for future tests.

Description of the site and the test

The test site selected is the 11.5 km stretch of the L-31W canal in South Florida between structures
S-174 and S-175. The L-31W canal built around 1971 is located in Dade County, FL, along the
Eastern boundary of the Everglades National Park. The L-31W canal penetrates the extremely
pervious surficial aquifer called the Biscayne aquifer. This aquifer is the most prolific aquifer in
Dade County and contains highly permeable sands and limestones (Fish and Stewart, 1991). It is
approximately 14 m thick near the canal, with the top 1/3 rd. made of marine limestone, and the
bottom 2/3 rd. is referred to as the Ft Thompson formation. The ground elevation in the area is

around 1.2 m-1.8m.

The test was started on 02/21/2003 at 0:00 Hrs with the rising phase of the cycle and lasted
until 02/26/2003. During the test, sinusoidal water level disturbances of period Tp = 48 Hrs were
created in the canal by using a structure S-174 in the North and S-175 in the south. The pumps
and structures allowed a maximum flow rates of around 5 m®/sin and out of the canal. The 48 Hr
period allowed for a large enough amplitude, and avoided possible conflicts with the tidal cycles.
Even if a large number of sine cycles would have been ideal, it had to be limited to a few in order
to minimize the interference with the daily operation and management of the Everglades National

Park and the south Florida conveyance system.

Summary of test results

A summary of test results at various stages of the calculation process is shown below. Figure 8
shows the raw water levels at the canal and a number of selected gages. It shows the influence
of the test superimposed on the regional system behavior. The figure also shows the effect of a
small rainfall measured at gage R127 on water levels. Figure 9 shows the detrended discharge and

water level data, and the curves fitted to the data using the least square method described in (26)
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and (27). The figure shows that water level in the aquifer varies smoothly when compared with
pumping rate variation indicating that the aquifer is capable of smoothing many of the high fre-
quency fluctuations. The noisy pumping rate is an indication of the effort made by the operators to
maintain the sinusoidal water level targets. Some of the extremely noisy periods of the record were
not used in the analysis. Table 2 shows the summary of the sinusoidal curve fits obtained using the
three methods explained earlier. Statistical estimates associated with the fit are also shown. Some

of these estimates may be used to determine the uncertainties of the parameters.

Transmissivity and vertical leakance near L-31W

Amplitude and phase characteristics of the sinusoidal water levels measured at different points in
the aquifer are used to calculate transmissivities and vertical leakances of the aquifer. Table 2
shows the amplitudes and phases which are used to plot —log(H/Hc) versus x and ¢s versus X
curves described in (3) and (4). Figures 10 and 11 show the plots. Table 3 shows the estimates of
k1 and ky obtained using the slopes. The results show k; > ko indicating the presence of a confining
layer. The values of k; and ko are used to obtain n and kg as described earlier. They can be used
to determine the aquifer diffusivity and the vertical leakance. If data are available for many gages,
spatial distribution of the same properties can be plotted. Table 4 shows dimensionless parameter
values obtained for L-31W.

Bottom sediment properties if L-31W

Effects of canal sediment resistance can be detected by the presence of intercepts in the — log(H /Ho)
versus X curve and the ¢s versus x curve. Figures 10 and 11 both show the presence of this resis-
tance. Since the functional relationship between o and the intercept is known, the intercepts in (3)
and (4) can be used to determine o using (16) and (17). Table 4 shows the values of o obtained for

L-31W using the intercepts of (3) and (4).

Aquifer and canal storage properties of the L-31W surroundings

Storage parameters related to stream-aquifer interaction are determined using the amplitude and
the phase lag of the discharge and the water level in (22) and (23). Using (22), the value of &
can be calculated based on data in Table 2 as & = HofBL/Qp = 0.193 x 3.636 x 107> x 18.3 x
11500/5.805 = 0.254. The value of X’ can now be solved using (22) as x’ = 0.54. The value of X’
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can also be solved using (23) by first calculating phase 6 = as 0.69 and then solving x’ = 1.44. In
order to calculate x from the value of x’, equation x = X'as(c) n(n)/v/2 is used. The parameter
values used for this are as(o) = 0.65 and n(n) = 2.0. The final values of x = 0.5 and x = 1.33 are

also shown in Table 4.

Table 4 shows the dimensionless parameters obtained for the overall L-31W system and the
NTS1 zone. Table 5 shows the dimensional parameters. The uncertainty estimates of some of these

parameters can be obtained using the standard error estimates in Table 2 if necessary.

Primitive variables of the L-31W surrounding

Dimensionless parameter groups obtained from the experiments can be used to calculate primitive
variables. Primitive variables T ans s; for example are calculated using T /s; and Ts. obtained
from kg and x. Using the least square method, it is possible to obtain kg = 2.47 x 10~# as shown
in Table 4. Aquifer diffusivity determined using Ko is T/sc = 1/ f/(2k3) = 297 m?/s because
f =3.636 x 10~° s~ 1. The value of X = 0.50 can be used with the definition (20) to calculate
Ts. = B?f/x2 or 18.32 x 3.636 x 107°/0.50? making Ts; = 0.0742 m?/s. Combining with the
value of diffusivity, it is possible to obtain T = 4.49m®/sand s; = 0.0158. Other primitive variables

calculated in this manner are shown in Table 5.

DISCUSSION

Inaccuracies and problems with the field test and implications of the results are discussed in this
section. The first type of inaccuracy discussed is due to ground surface features such as sloughs and
agricultural ditches that influence the behavior of near-surface groundwater flow. Taylor slough
shown in Figure 1 is a good example for a surface feature influencing the high water levels of
E112. Figure 8 shows the artificially low amplitude of E112 resulting from water seepage out
of the system during the high phase of the cycle. The same is true with gages in the Frogpond
agricultural area because of the network of drainage canals that diffuse the high water levels in the
cycles. Table 2 shows the amplitude data while Figures 10 and 11 show all the data in one plot.
The figures show that some of the data anomalies. Experience with the test shows that identifying

the affected gages closer to a wetland is not an easy task.
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The second type of error discussed here is caused by unpredictable incidents of highly variable
local rainfall affecting the water level as shown in Figure 8. In the current analysis, these effects
are considered as data noise to make the analysis simple. A third error is due to the noise in the
flow data when pumps and structures are used during operations aimed at maintaining target water
levels. There are times when the structures and pumps had to be operated close to or beyond peak

capacities almost clipping the peaks and troughs of the cycle.

Table 2 shows that the amplitude and phase characteristics of the collected data depend on the
method of calculation. The table shows that data are clean for a number of gages that are not too
far from the canal. For some of the gages, the standard errors are large compared to the amplitudes
making them less useful. With and without error bars shown in Figures 10 and 11, knowledge
about the scatter is useful in visually evaluating the quality of the data at various gages. Figures 10
and 11 also show that it is possible to obtain good straight line fits. Results in Table 3 indicate that

the slopes, intercepts and aquifer properties vary from zone to zone.

Tables 4 and 5 also show the spatial variability of the properties around the canal. Results
of a single test zone close to NTS1 and NTS10 are presented in this paper. The variability of the
properties in the table can be attributed to the heterogeneity of the limestone aquifer in addition to

errors in the data. The short duration of the test also has an effect on the accuracy of the results.

The second row of Table 5 shows the diffusivity computed assuming that the aquifer is not
leaky. This is a simplifying assumption used by Carr and Van Der Camp (1969). They refer to the
diffusivity computed using the amplitude as the effificncy based diffusivity. For the NTS1 zone,
the value obtained is 132 nm?/s. For the same zone, the diffusivity computed using phase lag is
5233 n?/s. The difference in diffusivities have also been observed by Smith and Hick (2001)
and others as well. In the current analysis, this difference is explained using the leakiness in the
confined aquifer. This result has a strong implication on groundwater model development. It show
that if a leaky confined aquifer is modeled using a single layer confined aquifer or a single layer

unconfined aquifer, the solution will be out of phase if the amplitudes match, or the solution will
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have different amplitudes if the phases match.

The results of the test shown in Table 5 can be used to demonstrate the practical use of (8).
For example, if it is necessary to determine the time scale of a transient problem near L31-W
for which the confining layer becomes non-leaky for all practical purposes, a condition such as
n < 0.25 can be used assuming a difference of less than 25% between ki and k; to be the deciding
factor. This condition can be expressed as (ky/dy)P/(21s: ) < 0.25. With numbers from the table,
0.25 > 0.0315P/(21x 0.0158) gives P < 0.8 days. This means there is a need to have a second
confined layer in a computer model when the water level fluctuations have a period shorter than 0.8
days. This also implies that the system can be considered as unconfined for all practical purposed

when carrying out regional model applications with time steps larger than 1 day.

Looking at the results in Table 4 and Table 5, it is clear that water level and time data for field
experiments have to be collected fairly accurately for the error to be reduced. It is also important
to have as many gages are spatially spread in order to obtain the spatial distribution of diffusivity.
Aquifer diffusivity is the most reliable property that can be calculated from the experiment because
it is based only on the water level. However when other properties have to be calculated, there is
only one discharge data set available for the purpose. This results in giving only one value of
Tsc for the entire canal segment. The individual values of T and s; computed in this manner
for a heterogeneous aquifer are less reliable because the computed values of T /s are local and

computed values of Ts; are regionally averaged.

Results of drawdown experiments carried out in the past in the L-31W area and the nearby L-
31N area show a significant variability of the parameters. Fish and Stewart (1991) showed that the
values of transmissivity can be as high as 1.8 m?/sin the area and reaching 3.2 m?/s near Krome
Avenue close to Miami. Chin (1991) obtained values close to 1.3 m?/snear L31-N. Genereaux and
Guaridiaro (1998) observed a value close to 1.2 m?/s for the Byscayne aquifer and ks/ds = 35.2
day 1 for the coefficient of leakage of the sediment. Results of multi-well aquifer tests reported
by Reese and Cunningham (2000) suggest T = 0.1m?/s, storativity= 0.0004 and k,/&, = 0.007

19



day—? at Trail Center that is 50 km northwest of the site. Model calibration has also been used to
obtain parameters. Nemeth, et al. (2000) obtained s, = 0.0002, k,/&, = 78 day ™%, T = 1.5 m?/s
using the MODBRANCH model.

SUMMARY AND CONCLUSIONS

The governing equations were analyzed to understand the dynamic behavior of a fully integrated
canal-aquifer system. Results of the analysis include analytical expressions describing the response
of the system to sinusoidal discharge stresses. Using the results, experimental methods were de-
veloped to help determine physical parameters of the system. When the analytical expressions
were tested using numerical models applied to a number of test problems, the results show agree-
ment. Dimensionless parameters that influence various processes were also identified using the
equations. Table 1 shows a summary of the basic dimensional parameter groups responsible for
various processes related to stream-aquifer interaction. Ranges of parameters controlling various

processes are also shown in the table.

The dimensionless physical parameter groups that contribute to or explain various processes
include n for leakage of the confined aquifer, o for sediment resistance and x for canal-aquifer
storage relationship. Other parameters used to describe the system behavior include & for the
response of the head in the canal to a given flow impulse. The analytical solutions needed to

explain canal-aquifer interaction are explained in this paper for the case of sinusoidal stresses.

Results of the analysis show that aquifer leakance expressed in dimensionless form using
n influences the propagation behavior. A curve showing the influence of n on the phase and
the attenuation can be used to obtain a condition such as n > 0.05 for which an aquifer can be
considered leaky confined for practical purposes, when detected at a 5% level. Results of the
propagation behavior obtained using the MODFLOW model and the analytical expression are
plotted against n showing that they agree. If n is very large, an aquifer system cannot be simulated
numerically using just one layer alone. If only one layer is used, calibration cannot match both the

phase and the amplitude of the solutions at the same time.
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The analytical results show that for fully confined or unconfined aquifers, the canal can be
completely cutoff from the aquifer due to sediment alone regardless of aquifer properties if 0 <
0.073. Under such cutoff conditions, the canal and the aquifer can be considered moving inde-
pendently. The same condition o < 0.33 was obtained by Lal (2001) after studying the variation
of longitudinal water levels along a canal. At the opposite end of cutoff, a canal is completely

connected if o > 19.5 assuming a detection level of 5%.

The analytical results also show that in addition to the sediment effects, canal can be com-
pletely cutoff because of aquifer properties and canal storage effects too, if X’ > 27.6. In a previ-
ous study of longitudinal fllow profiles by Lal (2001), the same condition was obtained as x’ > 10.
At the opposite end of cutoff, the canal is completely connected to the aquifer and the canal and

aquifer water levels are the same if X’ < 0.1.

A separate test problem was used to investigate the applicability of the analytical method to
relatively short segments. Using the test it was able to demonstrate that the analytical expressions
derived for long canals can be used for fairly short canals as well. In carrying out the test, the
flow around a short segment was solved numerically using both the RSM model and the analytical
methods. The results show that the numerical results agree closely with the analytical solution

even when the canal is relatively short.

Practical applications of the analytical methods developed in this paper include primarily the
calibration of field parameters associated with canal-aquifer interaction. A second use of the equa-
tions is to assist in the calibation of numerical models by providing an exact solution for the nu-
merical solution to be compared against. An application of this approach would involve carrying
out a field test to determine the parameters first, and using the parameters in the numerical model

to be compared against both the field data and the analytical solution.
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NOTATION

The following symbols were used in the paper.
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B width of the canal, (m).

f angular frequency, (s™1).

h(t)  water level in the overlying phreatic aquifer, (m).

H water head in the aquifer, (m).

Ho water level in the canal, (m).

Hip water level just outside the canal and the sediment layer, (m).

Ho water head in the aquifer, (m).

ko value of ky and ko for fully confined aquifers, (m—l).
ky amplitude decay constant, (m™1)
ko wave number (m™1)

ks/®s coefficient of leakage of the sediment layer, (s~1)

ky/8 coefficient of leakage or leakance of the semipervious confining layer, (s71)

p wetted perimeter, (m)
P period of the disturbance
q discharge into the canal per unit length, (m?/s)

R 1-D aquifer recharge per unit length, (m/s)
Os reduction of amplitude at the sediment layer
storage coefficient of the aquifer

transmissivity of the aquifer, (nm?/s)

S

T

n dimensionless parameter describing the leakiness of the aquifer

A characteristic length of the aquifer, (m)

o dimensionless sediment conductance parameter

X dimensionless parameter describing resistance and storage effects of canal-aquifer interac-
tion

X' parameter X modified by the sediment layer and the leakiness

¢ phase lag at a distance x from canal

ds sudden phase lag due to canal sediment

& dimensionless parameter describing change in head per change in discharge
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TABLES

Table 1: Summary of important parameters and their ranges

Description of the parameter and the range expression
Parameter describing vertical leakiness of the confined aquifer n: n= %%
aquifer is confined if N < 0.05 and extremely leaky confined if n >

100

Wave number and log decay rate in a fully confined or an unconfined ko = SZC—Tf
aquifer

Wave number in a leaky confined aquifer ky < ko ko = ko\/ V1+n2-n)
Decay constant in a leaky confined aquifer k; > ko ki = k2(y/1+n2=n)

Dimensionless sediment conductance parameter . if o < 0.073
there is full cutoff; if o > 19.5 the sediment is fully pervious. Values

described here are at a 5% detection level

Dimensionless stream-aquifer interaction parameter X: with no sed-
iments, if x > 27.5, there is cutoff and therefore no interaction. If
X < 0.1, there is full interaction and the canal and the aquifer move

in unison. Values described here are at a 5% detection level.

Stream-aquifer interaction parameter modified by sediment resis- X = ol 0))(n(n)
tance; if X > 27.5 there is cutoff or no interaction; if x’ < 0.1, there

is full interaction.

Water level response per for a given discharge impulse &(x’, o) with &= Hg;B

0 < & < 1.0. If & > 0.95, there is no interaction; if & < 0.05 there is

full cutoff at a 5% detection level.

Phase lag between discharge impulse and head response, 6(X’, 0)
with 0 < 8 < 1t/4. With no interaction, 6 = 0.
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Table 2: Amplitudes and phases of observed data fitted to Y = a sin( ft + b)

Gage Least square method Cross correlation method | Manual method

Name Dist. a b S | H/Hc b corr a b
m m rad m rad m

L-31W 0 0.193 | 0.000 | 0.027 | 1.000 - -10.183 | 0.000
NTS6 14 0.126 | 0.065 | 0.029 0.123 0.065
NTS5 17 0.124 | 0.065 | 0.031 0.120 0.065
NTS4 21 0.115 | 0.098 | 0.031 0.108 0.098
NTS1 280 0.112 | 0.317 | 0.017 | 0.533 | 0.267 0.98 | 0.109 0.263
NTS10 1510 0.072 | 0.396 | 0.022 | 0.317 | 0.377 0.90 | 0.076 0.458
NTS18 235 0.117 | 0.327 | 0.018 | 0.568 | 0.052 0.99 | 0.111 -
NTS1.16 238 0.102 | 0.258 | 0.028 0.111 0.208
E112 1490 0.042 | 1.520 | 0.014 | 0.153 - 0.87 | 0.037 -
FROGP+ | 1698 0.032 | 1.741| 0.015 - - -10.031 | 0.625
FROGPD2 | 2612 0.031 | 1.770 | 0.016 - - -1 0.030 0.624
Q 0| 5.805 rr13/s -0.690 | 1.796 - - - - -

a = amplitude of the sine representation y = a sin(ft +b)

b = phase of the sine representation

corr = correlation coefficient between gage and canal water levels

Se = standard error estimate
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Table 3: Table of the slopes and the intercepts the fits of log amplitude and phase

Method Linear plot of log ampl Linear plot of phase lag
intercept (—In(as)) dope (kq) | intercept (¢s) dope (kp)
Least square, (overal) 4.638 x10~! | 3.467 x10~4 | 1.550 x10~1 | 1.905 x10~4
Cross Corr. (overall) 4.826 x10~! | 4.438 x10~4 | 1.116 x10~! | 1.787 x10~4
Manual (overall) 4304 x107% | 2.985 x10™% | 1.058 x1071 | 2.491 x10~*4
Least square, (NTS1,NTS10) 4.259 x10~1 | 3.699 x10~4 | 3.078 x10~! | 5.894 x10~5
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Table 4: Table of dimensionless parameters

Domain Overall Overall Overal | Zone NTS1,NTS10
Method LSQ Cross corr Manual LSQ
n 0.635 1.040 0.182 3.058
ko 2473 x104 | 2.831 x10~* | 2.636 x10~* 1.866 x10~4
o (ampl) 2.503 2.604 2.339 3.749
o (phase) 3.527 4.065 7.764 -
as (ampl) 0.629 0.617 0.650 0.653
£ (ampl) 0.254 0.254 0.254 0.254
X (ampl) 0.405 0.412 0.397 0.501
X (phase) 0.688 0.844 0.452 1.332
0 0.690 0.690 0.690 0.690
Explanations

(ampl) = Values computed using ¢ or amplitude ratio of head and discharge

(phase) = Vaues computed using 6 or the phase lag between head and discharge
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Table 5: Table of primitive variable computed using various methods

Domain Overal Overal | Overall | ZoneNTS1, NTS10
Method LSQ | Crosscorr | Manual LSQ
1. Aquifer diffusivity T /s¢, (M?/s) 297 227 261 522
2. Ampl based diffusivity T /s¢, (m?/9) 151 92 204 132
(assuming non-leaky)

3. Aquifer T s; (ampl), (M?/s) 0.0742 0.0716 | 0.0768 0.0484
4. Aquifer T s (phas), (m?/s) 0.0257 0.0170 | 0.0595 0.0068
5. Transmissivity T,(ampl) m?/s 4.69 4.03 4.48 5.03
6. Transmissivity T ,(phas) m?/s 2.76 1.96 3.94 1.89
7. Storage coeff s 0.0158 0.0177 | 0.0171 0.0096
8. Coeff of leakage (sediment) ks/3s (day™1) | 13.72 14.03 | 13.06 16.62
9. Coeff of leakage (aquifer) k,/d, (day™) | 0.0315 0.0581 | 0.0098 0.0925

Explanation of therowsin thetable

2. Referred to as effi ciency based diffusivity by Carr and Van Der Camp (1969)

3. Computed using & or amplitude ratio of head and discharge
4. Computed using 6 or the phase lag between head and discharge
5. Computed using & or amplitude ratio of head and discharge
6. Computed using 8 or the phase lag between head and discharge
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Abstract

The Regional Simulation Model (RSM) is a conjunctive aquifer-
stream-surface hydrological model under development at the South
Florida Water Management District (SFWMD). The model is designed
to allow a flexible, extensible expression of a wide variety of natural
hydrologies, as well as anthropogenic water resource control schemes in
order to facilitate alternative management scenario evaluations. The
management module of the RSM is the Management Simulation En-
gine (MSE). The MSE is based on a multi-level hierarchical control ar-
chitecture, which naturally encompasses the local control of hydraulic
structures, as well as the coordinated subregional and regional control
of multiple structures. MSE emphasizes the decoupling of hydrological
state information from the managerial decision algorithms, facilitat-
ing the interoperation and compatibility of diverse management algo-
rithms. The overall hierarchy and operational capabilities of the MSE
are described, and compared to management capabilities of some of
the leading hydrological models.




1 Introduction

The advent of numerical estimation and simulation software packages has
produced a profound impact on the ability of scientists and engineers to
model a wide variety of physical phenomena across a broad spectrum of dis-
ciplines. Certainly the fields of electrical and mechanical engineering have
benefited enormously from the evolution and application of finite- element
techniques applied to constrained field equations of the electromagnetic and
mechanical stress fields. Likewise, the disciplines of hydrodynamics and
aerodynamics have enjoyed significant progress owing to the development of
numerical models enabling the evaluation of spatially extended flow regimes
over a wide range of Reynolds numbers. Similarly, the discipline of hydrol-
ogy has profitably leveraged these developments to the point where there
currently exists a nearly overwhelming proliferation of hydraulic and hy-
drological computational numerical models aimed at addressing the major
engineering issues facing the hydrological community.

While the performance and applicability of these hydrological solutions
has matured considerably, there still exists room for improvement in the
modeling of human intervention in the control of hydraulic structures. In-
deed, it has been recognized that the need exists for comprehensive integra-
tion of management features in conjunctive hydrological models [1]. This is
not to say that the synthesis of control system and decision making software
has failed to be successful in many of these models, rather, that careful de-
sign and decomposition of the hydraulic structure management algorithms
(or state information-processing filters) can result in model implementations
which provide a natural, flexible and extensible architecture for the expres-
sion and implementation of complex hydraulic management scenarios. Such
management scenarios include the local control of individual water control
structures, the coordinated control of multiple local structures to meet local
demands and constraints, as well as regional (global) management oper-
ations required to satisfy water supply, flood control, and environmental
concerns.

To address these needs, the South Florida Water Management District is
developing the Regional Simulation Model (RSM), a conjunctive hydrologi-
cal model composed of two primary, coupled components: the Hydrological
Simulation Engine (HSE), and the Management Simulation Engine (MSE).
The MSE consists of a multi-level hierarchical control scheme, incorporat-
ing a wide selection of control algorithms and decision making tools, each
of which is integrated seamlessly with the hydrological computations of the
HSE. From a hydroinformatics perspective, the RSM architecture empha-



sizes the decoupling of hydrological state information from the management
information processing applied to the states. Given a well defined inter-
face between the two, this approach enables multiple information processing
algorithms to execute in parallel, with higher levels of the hierarchical man-
agement able to synthesize the individual results which are best suited to
the managerial objectives.

The RSM is therefore designed to provide numerical hydrological so-
lutions incorporating complex anthropogenic control schemes in a flexible,
extensible, clear and consistent manner. The focus of this paper is to com-
municate the overall design structure of the MSE and illustrate the en-
hancements it provides in relation to the current state-of-the-art towards
addressing the emerging needs of complex management scenarios applied to
regional scale conjunctive hydrological models.

1.1 Hydrological Model Management Schemes

Even a cursory examination of the hydrological literature reveals a wealth
of advanced management techniques applied to water resource models [2, 3].
For example, linear programming [4], artificial neural networks [5, 6] fuzzy
control [7, 8], dynamic programming [9], simulated annealing [10], genetic
algorithms [11], hybrids of all of these, as well as others. However, these
hydrological models tend to be specialized, requiring non-standard input
formats, and limited in scope to either reservoir routing or local hydrological
control. Instead, we will focus on models which incorporate the following
attributes:

Widely available and accepted by the hydrological community

Implement stream flow & hydraulic structures

Allow control of hydraulic structures

Extensive body of model implementations

While there are many models which meet the above criteria to varying
degrees, we have focused on the widely used and accepted models listed in
Table 1. A list of the acronyms is provided in appendix 7.



Model Source Language
MODBRANCH | USGS FORTRAN
MIKE SHE/11 | DHI Pascal

FEQ USGS FORTRAN

RSM SEWMD C++

HMS-RAS HEC C++/FORTRAN
SWMM EPA C

FLDWAV NWS FORTRAN
FLO-2D Tetra Tech | FORTRAN

Table 1. Hydrologic models used in comparison

The primary features of each of these models, with emphasis on the
hydraulic structure control and management capabilities is summarized in
Appendix 6. The RSM model is described separately in section 2. Table
2 presents a synopsis of some of these primary features for each of these
models. The first column lists the primary feature, each row refers to the
specific model. An X entry indicates that the feature is fully implemented
in the model, x denotes that the features is partially available, and * is used
to represent features that do not apply, for example the coupling of ground
water and stream flow in one-dimensional stream conveyance models. The
reader is cautioned that the purpose of this comparison is not to argue for
superiority of any one model over another. Indeed, the applicability of this
diverse set of tools targets a wide spectrum of hydrological conditions for
which there are disjoint functional overlaps between several of the mod-
els. Rather, the comparison focuses on the managerial capabilities of these
leading applications which are well accepted in the hydrological community.



Function MB | MS | FEQ | RSM | HEC | SM | FW | FLO

Metadata Input

Non Rectangular
Coupled G W/SF X
Coupled GW/SW/SF
Rating Curves X
Dynamic Control
Arbitrary Control
Multi Supervision
Optimization

Mo R K
Mox % %
S e
<A
Mox % %
*

Table 2. Comparison of Modern Hydrological Models.
MB - MODBRANCH, MS - MIKE SHE/11, FEQ - FEQ, RSM - RSM,
HEC - HEC HMS, SM - SWMM, FW - FLDWAV, FLO - FLO-2D

The primary features have the following meanings:

Metadata Input This indicates that the model inputs are specified in a
self-describing format in which the inputs are contextually specified.
A prime example would be the use of the Extensible Markup Lan-
guage (XML) employed by the RSM [12]. An XML input specification
enables implicit syntax and input value validation, coherently orga-
nizes the data into a structured hierarchy, provides a common cross-
platform and application generic input dataset, among other advan-
tages. The use of standardized metadata input represents a significant
step forward in data representations when compared to the typical im-
plementations relying on application-specific input formats based on
proprietary or non-standard formatting specifications.

Non Rectangular This refers to the shape of the spatial computational
elements in the hydrological numerical representation. While this is
not directly implicated in the functionality of the hydraulic structure
modeling, it does represent a significant difference between the RSM
and other models. The RSM operates on arbitrary triangular elements,
which may provide more efficient geo-spatial matching and representa-
tion than is easily obtainable with rectangular elements. The HSE is
a finite volume formulation, consequently, the computational elements
are not limited to rectangular grid cells as imposed by pragmatics of
applying finite difference formulations.



Coupled GW /SF The groundwater and streamflow are integrated in the
hydrologic solution.

Coupled GW/SW/SF The groundwater, surfacewater and streamflow
are integrated in the hydrologic solution.

Rating Curves Hydraulic structures can have transfer functions specified
by rating curves defined as lookup tables.

Arbitrary Control The modeler can implement an arbitrary control or
management algorithm. This feature is considered fully implemented
if one can write the control algorithm using standard computer code.
The code is compiled into a shared library which is loaded at run-
time, with I/O data passed between the control library and the model
through a well defined interface. The control code is able to access
arbitrary hydrological state information from the model, and is able
to dictate hydraulic structure control to the model. The feature is
partially implemented if the model restricts the expression of control
algorithms to a set of rules, or limits the inputs to a restricted set
hydraulic and temporal variables.

Dynamic Control This feature refers to the ability to dynamically alter
or adjust the control behavior of hydraulic structures. For example,
a closed loop feedback controller such as a PID may have it’s tar-
get value, or, any adjustable parameter of the controller changed in
response to a dynamic variable. Another feature is to provide for
dynamic switching of management algorithms. For instance, a rule-
based fuzzy algorithm optimized for flood-control operations can dy-
namically replace a rule-curve or setpoint controller of a hydraulic
structure in response to any observable state variable.

Multi Supervision The management algorithms are capable of multi-input,
multi-output operations. For example, a management object is capa-
ble of setting the structure flow characteristics for multiple structures
simultaneously. This is strictly possible with MIKE 11, but requires
careful design and PASCAL code programming to implement. In the
MSE, the management hierarchy defines objects which explicitly con-
trol the behavior of multiple hydraulic structures. This can be done
with user defined computer code, fuzzy rules, LP, graph flow algo-
rithms or heuristics.



Optimization The model incorporates an optimization package able to
solve constrained optimization problems directed at allocating hy-
draulic structure flows, water storage control, or other resource man-
agement decisions.



2 Regional Simulation Model (RSM)

The Regional Simulation Model (RSM) is designed to simulate the com-
plex natural and anthropogenic flow of an integrated aquifer-stream flow
model. It consists of two interoperative computational modules, the Hydro-
logic Simulation Engine (HSE) [13, 14, 15, 16, 17, 18] and the Management
Simulation Engine (MSE) [19, 20, 21]. The HSE is described briefly in the
following section, one may refer to the citations for more detail. The MSE
is detailed in the subsequent sections with an emphasis on the information
processing characteristics inherent in it’s design.

2.1 Hydrologic Simulation Engine (HSE)

HSE can simulate two-dimensional overland flow, two-dimensional or three-
dimensional groundwater flow, one-dimensional canal flow, and flow in and
out of reservoirs. The overland and groundwater flow domains are dis-
cretized in the horizontal 2-D domain using unstructured triangular cells.
The groundwater aquifer layers may consist of any number of variable depth
layers, each of which can span an arbitrary extent of horizontal 2-D cells.
The stream flow network is discretized using piecewise linear canal segments,
with variable geometry rectangular or trapezoidal cross-sections. The trian-
gular 2-D meshes and 1-D stream networks are independent, and may over-
lap partially, fully, or not at all. A wide variety of local and micro-hydrologic
functions associated with urban and natural land use, agricultural manage-
ment practices, irrigation practices, and local routing are handled with a
feature known as pseudocells. The pseudocells also provide various ET and
rain function interactions, as well as unsaturated flow distributions.

The numerical solution is based on a semi-implicit finite volume approxi-
mation of the diffusion flow transport equations. The computational method
is unconditionally stable, and is achieved through use of the PETSC sparse
linear system solver [22]. The model is fully integrated. All coupled aquifer,
overland and stream flow regional components are solved simultaneously.

The RSM is an object-oriented code, which relies heavily on the features
of abstraction and inheritance. Within the HSE, the abstraction 'waterbody’
is used to represent objects which contain conservative variables while the
'watermover’ class represents fluxes between waterbodies. A watermover
class for each type of hydraulic structure is implemented when dictated by
the model input descriptions. These hydraulic structure watermovers are
the primary interface for hydraulic control signals from the MSE. In the
absence of a control signal, the watermover transports the flow imposed



by the hydraulic structure transfer function in response to the hydrological
state variables. When a control signal is applied, some fraction of the total
possible flow is allowed as specified by the control value.

2.2 Management Simulation Engine (MSE)

The MSE design is based on the hydroinformatic principle that operational
and managerial decisions applied to water control structures can be viewed
as information processing algorithms decoupled from the hydrological state
information on which they operate. Essentially, the HSE provides hydro-
logical and hydraulic state information (X), while external policies dictate
managerial constraints and objectives (A).

In the MSE this state and process information can be functionally trans-
formed by an independent set of filters, which can be viewed as information
pre-processors. These processors are denoted as Assessors (A) and Filters.
For example, an Assessor may perform statistical filtering such as spatio-
temporal expectations, amplitude or time-delay modulation, or any other
suitable data filtering operation. The MSE is then tasked with appropri-
ately processessing the assessed state information in order to produce water
management control signals (x, 1) which are applied to the hydraulic control
structures in order to satisfy the desired constraints and objectives. Figure
1 illustrates this overall cyclic flow of state and management information in
the RSM.

—> HSE
State X

v

Control Assess
H X Filtered
! State f(X)

— MSE <+ Constraints
Objectives A

Figure 1: RSM state and management information flow

More specifically, the MSE architecture is based on a multilayered hi-
erarchy, with individual water control structures regulated by ’controllers’
while the regional coordination and interoperation of controllers is imposed



by ’supervisors’. Supervisors can change the functional behavior of con-
trollers, completely switch control algorithms for a structure, or override
the controller output based on integrated state information and/or rules. A
schematic depiction of the HSE-MSE layered hierarchy is shown in figure 2.

assessor monitors

M Supervisor Si Sn < data monitors ¢

S / /\ AW

E Controller C; C, Cs C; Cm > A=f(Z, A1)
H Water Mover Wi W, Wik WQ

S ——— ~a

E \ A{/ data monitors

Hydrologic Solution Y

Figure 2: HSE MSE schematic

At the lowest layer is the hydrological state information (3) computed by
the HSE. This information includes water stages, flow values, rainfall, ET,
hydrologic boundary conditions, or any other state variable used as input
or computed as output by the HSE. All such variables are made available
to the MSE and Assessors through the implementation of a uniform data
monitor interface. The data monitor interface extends naturally to the MSE
input /output variables. Therefore, the input state information available to
a controller or supervisor is not limited to water levels or flow values, but
can include control information, decision variables, constraints or any other
management variable from any other controller or supervisor in the model.
This transparency of state and process information throughout the model
is central to the efficient synthesis and processing of heterogeneous informa-
tion required to simplify and naturally express complex water management
policies.

The top level of the MSE is the supervisory layer. There is no limit
on the number of supervisory algorithms, or constraint on the number of
controllers that a supervisor may influence. Based on state and process
information, which optionally may have been filtered or assessed, the func-
tion of a supervisor is to produce the supervisory control signal (u) for a
single, or collection of hydraulic structure controllers. The supervisors are
therefore able to comprehensively coordinate the global behavior of multiple
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independent, or coupled hydraulic structures. A description of the available
supervisors is given in section 2.5.

The intermediate layer consists of the hydraulic structure watermover
controllers. A controller is responsible for local regulation of structure flow.
It is possible to attach multiple controllers to a structure watermover, al-
though only one controller at a time is activated. This activation is con-
trolled by a supervisor. For example, a fuzzy controller optimized for wet
condition operations may be selected by a supervisor during significant rain
events, while a standard rulecurve could be enforced during normal opera-
tions. In this manner the MSE provides for dynamic switching of hydraulic
structure control functions in response to state or process information.

Once the controllers have computed their respective control values (),
these signals are applied as flow constraints to the structure watermovers in
the HSE. Each watermover will compute a maximum flow capacity based
on the hydrological state conditions and hydraulic transfer function of the
structure. The resultant controlled flow will be some fraction of the currently
available maximum flow capacity.

2.3 Assessors & Filters

The role of assessors in the MSE is to perform data preprocessing required for
operational control decisions. By decoupling the conditioning and filtering of
state and process information from the decision making algorithms, the deci-
sion processors can be simplified and modularized. Therefore, an assessor is
a information processor intended to provide specialized aggregation or differ-
entiation of state variables particular to a managerial decision process. For
example, the water supply needs (WSN) assessor estimates the volumetric
flow in a canal water control unit which is required to meet a downstream wa-
ter supply demand. This assessor considers both upstream and downstream
supply & demand from connected water control units. Once this assessment
is completed, a supervisory algorithm can synthesize information from other
assessors or operational constraints to arrive at a control decision. Since the
supervisor is not concerned with the particulars of how the assessments are
made, only with their results, the management algorithms are isolated to
information processing relevant to the decision process, and do not include
code or rules to perform data filtering and assessment.

Related to the assessors, are MSE filters. Filters are generic information
processors implemented to perform simple, often redundant data filtering
operations. For example, a filter may apply a scalar or timeseries amplitude
modulation consisting of the usual arithmetic operations (multiplication,
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division, addition, subtraction) or may compute simple timeseries or spatial
variable statistics such as arithmetic, geometric, or other expectations, or
may act as an accumulator.

The RSM implements a unified design approach for monitors, filters,
and assessors based on object oriented design principles. As a result, the
interfacing of these constructs from the user’s perspective is particularly
simple, and powerful. Assessor and filters operate in a piped FIFO fashion,
as exemplified by the XML fragments below and in figure 3.

<WcuAssessor asmtID="101" name="Reachl" mode="wsneeds">
<target> <dss file="ReachlTarget.dss"/> </target>
</WculAssessor>

<filter type="offset">
<offset><dss file="ReachlOffset.dss"/></offset>
<filter type="MovingAvg" numAvg="15">
<assessormonitor id="101" attr="flow"></assessormonitor>

</filter>
WCU | Water Supply
“Reachl”] Assessor

</filter>
Timeseries |
‘ Offset :/'\

Figure 3: Unified interfacing of data preprocessors allows piped operations.

The first XML section defines a water control unit assessor (WcuAsses-
sor) attached to the canal unit Reachl. The assessor is in water supply needs
mode, which computes the flow required in the control unit to satisfy the
target levels specified in the timeseries file ReachlTarget.dss. The second
section defines a dual-stage filter applied to the assessed flow values. An as-
sessormonitor is used to reference the assessed flow, and serves as input to a
moving average filter. The output of the moving average filter is input to an
offset filter, with offset values specified by the timeseries ReachlOffset.dss.
To change the data source, order, or type of operations, one simply recon-
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figures the XML specification. This procedure can be automated with the
use of a graphical user interface software application.

A crucial aspect of effectively storing and accessing assessed state infor-
mation for water resource management purposes is the maintenance of an
efficient storage mechanism which associates hydrological state information
with the proper managerial abstractions. In the RSM this is done by storing
assessed information relevant to a particular water control unit (WCU) in
a data storage object defined in the MSE network. The MSE network is an
abstraction of the reservoirs, stream flow network, and water control struc-
tures dedicated to representing the managerial architecture of the model, it
is discussed in section 2.6

A result of these data handling abstractions and interfaces is the desired
decoupling of state variable processing from managerial decision processing
based on a flexible, data driven specification which is easily modified provid-
ing a level of plug-and-play functionality not commonly found in conjunctive
hydrological models.

2.4 MSE Controller Layer

The MSE controller layer is the intermediary between the hydraulic struc-
ture watermovers and the regional-scale supervisory coordinators. The con-
trollers can operate independently of the supervisors, in fact they are not
required at all for uncontrolled operation of a hydraulic structure. The es-
sential purpose of a controller is to regulate the maximum available flow
through a structure to satisfy a local constraint. A controller may take as
an input variable any state or process information which can be monitored
within the RSM. Since the interface between a structure watermover and any
controller is uniform, it is possible to change controllers dynamically with a
supervisory command, or manually with a simple XML input change. The
unitary interface also allows for the modeler to mix and match controllers
in a particular model application so that the local control schemes are a
hybridization of any of the available control algorithms.
The currently available controller modules in the RSM include:

e One & two dimensional rulecurves
Piecewise linear transfer function

Proportional Integral Derivative (PID) feedback control
Sigmoid PI feedback control
Fuzzy control

User defined finite state machine
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Each of these is briefly described in the following sections. Detailed
information regarding the usage, applicability, and examples of model im-
plementations are described in [20].

2.4.1 One & two dimensional rulecurves

All of the models examined in section 1.1 implement rulecurves in some
fashion as a method of controlling the flow transfer function of hydraulic
structures. The MSE provides for one or two variable interpolated lookup
tables as a means of structure control. Notable in the MSE implementation
is that the selected variables can be taken from any HSE or MSE variable
which can be monitored, not just water level or flow variables.

2.4.2 Piecewise linear transfer function

With the piecewise linear transfer function controller, the user specifies a
control function as a combination of two or three linear segments as shown
in figure 4. The upper and lower control values are Cy and Cp,, with the
control output determined by the value of the input state variable ¢ in
relation to the upper and lower threshold values 741 and 71,. This controller
can act as either a binary switch between the output control values of Cy
and Cr,, or can provide linear interpolation between the control points (71,
Cr) and (g1, Cp) along with lower and upper saturation values at Cy, and
Cu.

CL__ T ——

C C
CH--_/—
CL_—l—'—»

T

TL TH (I)

‘CH(I)

L

Figure 4: Piecewise linear transfer functions.
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2.4.3 Proportional Integral Derivative (PID) feedback control

MSE implements a standard closed-loop feedback PID controller based on
the time difference approximation

. AN -
C(i) =vpe&i + 107y +r) el (1)
i=1
where vp vp and 7 represent gain factors for the proportional, derivative
and integral terms, the system state variable to be controlled is ¢(t) and
the desired system target state is T'(t) at timestep ¢t. The system error is
computed as €(t) = ¢(t) — T'(t).

2.4.4 Sigmoid PI feedback control

The sigmoid controller is essentially a PI controller with a single nonlinear
activation function (the sigmoid) filtering the controller output. The PI por-
tion of the controller is implemented as specified in equation 1 without the
derivative term. Once a preliminary PI control output is available Cpy, the
output is processed by a nonlinear sigmoidal activation function commonly
known as the logistic or sigmoid function which is specified by

1
1+ecx : (2)

with ¢ > 0. The value of ¢ determines the slope of the activation function
at the origin, and can change the functional behavior from that of a slowly
rising transition (c—0) to one of a unit step function (¢ — oo). This func-
tion serves to limit the possibly unbounded control outputs to the interval
[0,1], while also providing an adjustable derivative for the linear portion of
the activation function. Finally, the processed control signal is scaled by
a constant scale factor a. The resultant sigmoid control signal is therefore
given by

S(cx) =

C(i) = a5 (Cpi(i)) (3)

The sigmoid controller has been shown to increase stability and tolerance
of closed loop feedback PI control to large variations of input state variables
[19].
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2.4.5 Fuzzy control

The MSE incorporates a generic fuzzy controller as defined by the Interna-
tional Electrotechnical Commission (IEC) standard for Fuzzy Control Pro-
gramming [23]. The fuzzy controller constitutes a rule-based expert system
utilizing an inferencing engine coupled with multiple constraint aggregation.
Fuzzy control can be useful in cases where there exists an experiential refer-
ence base that can be expressed in terms of rules. In contradiction to many
canonical control processors, fuzzy control doesn’t require knowledge of the
system transfer function, that the transfer function be expressible in closed
form, or that the system has to be linear. An additional advantage is that
the rule base is expressed in a linguistically natural format and can be easily
understood by non-specialists.

The definition of a fuzzy controller is expressed in the Fuzzy Control
Language (FCL) [23]. The FCL specifies the input/output variables, fuzzy
membership functions, and rule-base. The fuzzy controller supports five
types of input/output terms for fuzzification and defuzzification illustrated
in figure 5.

Trapezoid
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o

Rectangle
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»

Degree of Membership
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o o o
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? Single

Fuzzy Variable Data Value

Figure 5: MSE fuzzy 1/O terms

An example FCL excerpt for a simple pump station controller is shown
below.
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// Fuzzy Controller for Pump Station
VAR_INPUT
CanalStage : REAL;

END_VAR
VAR_OUTPUT
PumpOut : REAL;
END_VAR
FUZZIFY CanalStage
TERM low := (9, 1) (10, 0);
TERM medium := (9, 0) (10, 1) (12, 1) (13, 0);
TERM high := (12, 0) (13, 1);

END_FUZZIFY
DEFUZZIFY PumpOut
TERM off :=0.;
TERM mediumLow (0.3, 1) (0.6, 0);
TERM mediumHigh := (0.4, 0) (0.7, 1);
TERM on =1.;
END_DEFUZZIFY
RULEBLOCK Nol
RULE 1: IF CanalStage IS high THEN PumpOut IS on;
RULE 2: IF CanalStage IS medium AND CanalStage IS high
THEN PumpOut IS mediumHigh;
RULE 3: IF CanalStage IS medium AND CanalStage IS low
THEN PumpOut IS mediumLow;
RULE 4: IF CanalStage IS low THEN PumpOut IS off;
END_RULEBLOCK

N

The corresponding fuzzy input/output terms for this example are shown
in figure 6.

To completely implement this fuzzy controller, the XML specification
read by the RSM must specify the structure watermover to which the con-
troller is applied, the source of the input state variable(s), and the name of
the output variable exemplified below. As with the other controllers, the
input state variables can be obtained from any monitored data source in the
RSM. Although only one input variable is demonstrated in this example,
multiple inputs are supported.

<fuzctrl cid="101" wmID="1" fcl="pump.fcl">
<varIn name="CanalStage">
<segmentmonitor id="34" attr="head"></segmentmonitor>
</varIn>
<varOut name="PumpQOut"> </varQut>
</fuzctrl>
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Figure 6: Fuzzy input output terms for pump example

2.4.6 User defined finite state machine

In certain cases, a canonical fixed transfer function or rule-based expert
system controller may not best suit the needs of a hydraulic structure wa-
termover controller. To accommodate this, the MSE allows the user to
develop arbitrary finite state machine algorithms through the development
of C or C++ shared libraries. MSE implements a dynamic shared library
loader and function pointer interface which calls the user defined control
function(s) at each timestep. Each controller maintains it’s own shared ob-
ject and function pointer information, allowing the user to define multiple
control functions inside a single shared object. The control functions can
receive multiple input state variables from any data source that can be mon-
itored within the RSM. The input-output interface to the user functions are
detailed in [20].

An example of the RSM XML specification for a user defined controller
is shown below. To manually replace this controller with the previously
mentioned fuzzy controller, or any other controller, a simple edit of the
XML input file is all that is required.
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<userctrl cid="102" wmID="2" module="./UserCtrl.so" func="myControl">
<varIn name="Canall">
<segmentmonitor id="25" attr="head"></segmentmonitor>
</varIn>
<varOut name="GateOpen"> </varOut>
</userctrl>

2.5 MSE Supervisor Layer

An MSE supervisor is effectively a meta-controller, a controller of controllers.
The addition of this supervisory layer considerably simplifies the control ex-
pression of multiple, coordinated hydraulic structures. In addition to the
organizational simplification of control algorithms, it is likely that the addi-
tional layer enables representation of management functions which are not
realizable with a single control layer. This assertion is based on analogy with
the universal approximation theorem for artificial neural networks (ANN).

The universal approximation theorem states that any real valued (linear

or nonlinear) continuous function can be approximated arbitrarily closely
by an artificial neural network having only two adjustable weight layers
which are processed by sigmoidal activation functions. The proof of this
theorem [24, 25] builds on seminal work of Kolmorogorov concerning the
decomposition of continuous functions [26].

In relation to the multi-level control hierarchy of the MSE as depicted in

figure 2, the computational architecture can be viewed as an analog of the
universal approximation artificial neural network as follows. Consider that
the MSE control signal outputs u and x are analogous with the adjustable
weight matrix of an artificial neural network. In an ANN the weights are
adjusted in a learning or evolution process based on the optimization of an
error metric in relation to a desired goal. In the MSE control scenario, the
control signals converge on values dictated by optimization of the system
response in relation to the desired control objectives. Concerning the MSE
control and supervisory processors S; and Cj, it is clear that the control
signal output for physically based control structures is stable and finite.
Therefore, the processor transfer function of these stable and bounded con-
trol processors must also be stable and bounded. Such process functions
are functionally analogous to the sigmoidal functions which are inherently
stable and bounded process functions (equ. 2). Based on this analogy, it
is expected that the multi-layered control hierarchy of the MSE provides a
computational architecture capable of modeling the majority of water re-
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source management policies.

In relation to the controllers, which are multi-input, single-output (MISO)
processors, the supervisors are multi-input, multi-output (MIMO) proces-
sors. Supervisors have the ability to change individual response charac-
teristics of controllers, or, in the case of multiple controllers attached to a
watermover, to dynamically select and activate a specific controller for a
watermover. Specifically, the supervisory functions include

e Synoptic assessment of state and process information
e Controlling multiple parameters of multiple controllers
e Dynamic switching of multiple controllers

e Flow regulation override for controller(s)

This is done through a uniform interface to the controllers ensuring in-
teroperability between different supervisory processors and any controller.

There is no practical limit on the number of supervisors allowed in a
model, or on the number of controllers that a supervisor may affect. It is
common to have a hybrid selection of different supervisors, each one regulat-
ing a specific sub-regional collection of hydraulic structures. The ability to
selectively tailor management control algorithms, as well as the flexibility to
easily reconfigure them in a plug-and-play fashion lends considerable power
to the implementation of diverse and complex operational management sce-
narios.

The currently available supervisor modules in the MSE include:

Fuzzy supervision
User defined finite state machine

Linear Programming
Graph flow
Heuristic Object Routing Model

The fuzzy supervisor is derived from the same fuzzy library modules
as the fuzzy controller described in section 2.4.5. It’s operational charac-
teristics and fuzzy control language usage are the same. The user defined
supervisor is an extension of the user defined controller described in section
2.4.6 from a multi-input, single-output controller, to a multi-input, multi-
output supervisor. The multi-outputs allow for the coordinated operation,
or behavioral changes to multiple watermover controllers. The user super-
visor allows one to define arbitrary supervisory algorithms in dynamically
loaded shared libraries.
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The remaining supervisory modules are briefly described in the follow-
ing sections. Detailed information regarding the usage, applicability, and
examples of model implementations for all supervisors are described in [21].

2.5.1 Linear Programming supervision

MSE provides an interface to the GNU Linear Programming Kit (GLPK)
[27]. The GLPK package is intended for solving large-scale linear program-
ming (LP), mixed integer programming (MIP), and other related optimiza-
tion problems. GLPK supports the GNU MathProg language, which is a
subset of the AMPL language. AMPL is a comprehensive and powerful alge-
braic modeling language for linear and nonlinear optimization problems, in
discrete or continuous variables. AMPL lets you use common notation and
familiar concepts to formulate optimization models and examine solutions.
The MSE GLPK supervisor is defined by a MathProg model definition
file which specifies the parameters, variables, and optimization function of
the supervisor. The model definition file may also contain a data section
which defines parametric values, and initial values for variables. If the data
section is not included in the model definition file, then a separate data
definition file must exist. The MSE GLPK supervisor reads these files,
creates the GLPK problem objects, and calls the appropriate GLPK API
routines to solve the supervisory constrained optimization problem.

2.5.2 Graph flow supervision

From the perspective of mathematical graph theory, there is a well developed
body of work regarding the assessment of flows in interconnected networks
[28, 29]. Graph representations of flow networks for water distribution and
stream flow networks are common, and useful [30, 31]. The MSE maintains
a graph theory based representation of the managed canal network as de-
scribed in section 2.6. The MSE Graph supervisor implements the maxflow,
feasible flow, and mincost feasible flow algorithms. These algorithms are
essentially minimal numerical procedures which solve constrained optimiza-
tion problems on the network flow by taking advantage of the network prop-
erties, rather than solving a set of simultaneous equations explicitly. The
constraints consist of the canal arc capacity, the hydraulic structure capacity,
demand and supply flows at the structures, and flow cost weights assigned
to the canal arcs.

Each graph supervisor solves the network flow based on it’s own network
representation, however, this can be degenerate with other supervisor net-

21



work representations. As a result, a graph supervisor can solve the flow for
the entire network, or for any subset of the network for which a graph has
been defined.

2.5.3 Heuristic Object Routing Model supervision

In addition to the generic supervisory information processors described above,
there is also a heuristic operational management module specific to the South

Florida region. This module is termed the Object Routing Model (ORM)

and was derived from the longstanding legacy application [32] which incorpo-

rates many years of water resource management and numerical hydrological

experience.

The ORM is a basin routing model that follows a binary decision tree in
the determination of hydraulic structure flow settings. Assessors quantify
the water supply and flood control needs of a basin which are to be resolved
by basin flow transfers. Management objectives are expressed as policies
which dictate the structure of the decision tree.

2.5.4 Supervisor XML

Several of MSE supervisors require external information dictating the in-
formation processing model of the particular supervisor. For example, the
fuzzy supervisor requires an FCL file, the user supervisor a C or C++ algo-
rithm and the LP supervisor a MathProg file. However, all supervisors share
a common input/output interface with the RSM state variables, and are de-
scribed in the RSM model input with an XML entry. An example XML
excerpt is shown below. In this example, two watermover controllers have
their lower trigger threshold value adjusted according to the control algo-
rithm coded in the user defined C++ function SetTrigLow. This supervisor
accepts two input variables, and sets two output variables.
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<user_supervise id="804" module="./UserSprv.so" func="SetTriglLow">
<ctrlID> 103 104 </ctrlID>
<varIn name="segmentlHead">
<segmentmonitor id="1" attr="head"></segmentmonitor>
</varIn>
<varIn name="segment4Head">
<segmentmonitor id="4" attr="head"></segmentmonitor>
</varIn>
<varIn name="season">
<tkprmonitor attr="month"></tkprmonitor>
</varIn>
<varOut ctrlID="103" func="triglow" name="103_TrigLow"> </varQOut>
<varQut ctrlID="104" func="triglow" name="104_TrigLow"> </varQOut>
</user_supervise>

2.6 MSE Network

A central feature of the MSE which enables decoupling of the hydrological
state information maintained by the HSE and the operational process infor-
mation of the MSE is the MSE network. The MSE network is an abstraction
of the stream flow network and control structures suited to the needs of wa-
ter resource routing and decisions. It is based on a standard graph theory
representation of a flow network comprised of arcs and nodes [29]. The MSE
network data objects serve as state and process information repositories for
management processes. They maintain assessed and filtered state informa-
tion, parameter storage relevant to WCU or hydraulic structure managerial
constraints and variables, and serve as an integrated data source for any
MSE algorithm seeking current state information. It also provides a mathe-
matical representation of a constrained, interconnected flow network which
facilitates the efficient graph theory solution of network connectivity and
flow algorithms.

From the hydrological perspective, the HSE stream network is composed
of an interconnected network of flow segments, with each segment main-
taining parameters relevant to aquifer-stream interaction, flow resistance,
spatial coordinates and other physical properties. The spatial representa-
tion of HSE segments are typically dictated by topographic and physical
parameters. From the water resource management viewpoint of the MSE,
the important features of the flow network are it’s connectivity, flow capac-
ities, flow regulation structures, and assessed state information relevant to
managed sections of the network. The MSE network maintains a mapping
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between these two representations.

The primary stream object in the MSE network is the Water control
unit (WCU). A WCU maps a collection of HSE stream segments that are
operationally managed as a discrete entity to a single arc in the MSE net-
work. WCU’s are typically bounded by hydraulic control structures, which
are represented as nodes in the MSE network. Each WCU includes asso-
ciative references to all inlet and outlet hydraulic flow nodes. Some of the
variables stored in a structure (node) object include:

current flow capacity

maximum design flow capacity
reference to hydraulic watermover
reference to structure controller
operational policy water levels
supply

demand

NS Gt W=

while the WCU (arc) objects incorporate:

flow capacity

seasonal maintenance levels
inlet flow

outlet flow

water depth

S Ttk W=

water volume

Each WCU in the MSE network is referenced by a unique label, and
has an associative data storage object which dynamically allocates storage
for assessment results. This allows multiple, independent assessments of
the WCU state. For example, one assessment of WCU inlet structure flows
might come from a graph algorithm, while another could be stored from a
LP model.

This abstraction from hydrological objects to managerial objects con-
denses the network representation facilitating the organization and storage
of relevant assessed state and process information. As an example, figure
7 depicts an HSE stream network consisting of 63 nodes and 62 segments.
Some of the nodes correspond to locations of hydraulic control structures,
though the association is not apparent from examination of the HSE net-
work. Each stream segment has a unique identifier which allows the modeler
or MSE processor to monitor state information of the segment. However,

24



as pointed out earlier, it may be appropriate to make water management
decisions based on some assessed or filtered version of aggregated stream
segment states.

Figure 7: Example HSE stream network segments and nodes.

Consider now an abstraction of the HSE network into 10 WCU’s, reg-
ulated by 11 hydraulic structures. An example of such a MSE network is
presented in figure 8. In the MSE network each line segment represents a
WCU, while each node represents a hydraulic structure which regulates a
WCU. The modeler or MSE processor is able to directly monitor information
stored in any of these object data containers, information which has already
been assessed and automatically stored in the appropriate WCU data object
at each timestep.

As with other RSM model inputs, the WCU mapping from the HSE
stream network is performed with an input XML entry. The excerpt below
shows basic elements in the construction of an MSE network. The mse_arc
establishes a collection of HSE stream segments as a single entity, and de-
fines the nodes which connect to this arc. The mse_node supplies optional
parameter and data values for nodes, while the mse_unit aggregates the
mse_arc into WCU’s.
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Figure 8: Example MSE network abstraction of HSE network into WCU’s
and structures.
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<mse_network name="Test Network'">
<mse_arcs>
<mse_arc name="Reach_1" capacity="1400">
<hse_arcs> 100 101 102 103 </hse_arcs>

<node_source> "S11" </node_source>
<node_sink> "S11_A" </node_sink>
</mse_arc>
<!-- more mse_arc entries.... -—>

</mse_arcs>
<mse_nodes>
<mse_node name="S11" purpose="WaterSupply" designCap="3000.">
<supply name="S11 Supply"> <const value="100"> </const> </supply>
<open  name="S11 Open"> <rc id="2"></rc> </open>
<close name="S11 Close"> <const value="5.5"> </const> </close>
</mse_node>
<!-- more mse_node entries.... -—>
</mse_nodes>
<mse_units>
<mse_unit name="WCU1">
<unit_arcs> "Reach_1" "Reach_18" "Reach_1E" </unit_arcs>
<maintLevel name="maint"> <const value="5.5"> </const> </maintLevel>
<inlet mname="S11 inlet"> "S11" </inlet>
<outlet name="S7 outlet" > "S7" </outlet>
<outlet name="S9 outlet" > "S9" </outlet>
</mse_unit>
<!-- more mse_unit entries.... -—>
</mse_units>
</mse_network>
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3 RSM Integrated Example

In this section we demonstrate some basic MSE operational controls applied
to a RSM model application which represents the Florida lower east coast.
This model covers roughly the area from Lake Okeechobee in the northwest
to southern Miami-Dade county in the southeast. The HSE model consists
of 1124 mesh cells representing a single layer aquifer and ground surface,
coupled with a stream network consisting of 455 canal segments. The model
period of record is from January 1 1998 to March 31 1999, this period
encompasses the May-September rainy season, as well as an exceptional
rain event from a tropical storm which passed over the area on October 5,
1988. Figure 9 illustrates the HSE mesh and canal network.

Figure 9: Example RSM application mesh and canal network, WCAI1 is
highlighted.

Regarding the MSE implementation of this model, there are 192 hy-
draulic structure watermovers, with a controller assigned to each water-

28



mover. The MSE implements 12 supervisors to control coordination of mul-
tiple controllers. The HSE canal network has been aggregated into 56 water
control units (WCU’s) forming the MSE network. Figure 10 shows a graphic
comparison of the HSE and MSE networks.

Figure 10: Comparison of HSE (left) and MSE networks (right).

The highlighted area in figure 9 corresponds to the northernmost extent
of the Everglades. It is a federally protected wetland, the Arthur R. Marshall
Loxahatchee National Wildlife Refuge. The refuge is commonly referred to
as Water Conservation Area 1 (WCA1). The refuge is surrounded by a
canal and levee system which effectively isolates it from the adjacent lands.
Water levels inside WCAL1 are controlled through a series of inlet and outlet
hydraulic structures located on the perimeter canals of the basin. Figure 11
depicts a schematic representation of the WCA1 model representation with
the major flow control structures indicated as arrows.

The primary outlet flow structures from WCAL1 are the series of S10
structures along the lower left canal rim. These structures discharge into the
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Figure 11: WCA1 model conceptualization.

adjacent Everglades referred to as Water Conservation Area 2 (WCA2). The
hydraulic structure S39 controls the flow from the southern rim canal into a
coastal outlet canal. Additionally, the series of G94 structures are capable
of discharging from WCA1 into the adjacent drainage district (though these
structures are usually controlled by the drainage district into which they
discharge.) In the model, the controllers for the S10 and G94 structures are
piecewise linear transfer functions while the S39 controller is a user defined
(C++) finite state machine module. When the supervisor is not in effect,
these controllers regulate the flow through the structures.

In this demonstration, a supervisor has been created from a user defined
C++ module to coordinate the operation of the S10, S39 and G54 structures
in an attempt to lower the canal and aquifer levels in WCAL in response
to stage and rainfall state information. The input stage information is an
assessed spatial average of watertable levels in the three mesh cells 244, 285
and 319 (figure 11). The input rainfall is a spatio-temporal moving average
assessed over the same three cells and a 24 hour period. The assessor XML
for these inputs is shown below, the resultant assessed stage and rainfall is
depicted in figure 12.
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<statassessor asmtID="2" attr="ave" name="WCA-1 3-gage avg">
<cellmonitor id="244" attr="head"/>
<cellmonitor id="285" attr="head"/>
<cellmonitor id="319" attr="head"/>

</statassessor>

<statassessor asmtID="3" attr="ave" name="WCA-1 rain avg">
<filter type="movingavg" numAvg="4">
<cellmonitor id="244" attr="rain"/>
</filter>
<filter type="movingavg" numAvg="4">
<cellmonitor id="285" attr="rain"/>
</filter>
<filter type="movingavg" numAvg="4">
<cellmonitor id="319" attr="rain"/>
</filter>
</statassessor>

13 - -

Assessed Stage (ft)

12 - -
0.08 - -
0.06 ~ -
0.04 -
0.02 -~ -

0.00 - -
Jan 1 1998 Mar 31 1999

Assessed Rain (ft)

Figure 12: Assessed stage and rainfall in WCAL.

The user defined supervisor receives the assessed stage and rainfall infor-
mation as input state variables, and then assigns structure control outputs
to the S10, G94 and S39 structures based on two modes of operation. In
the default mode the control outputs are set for each structure based only
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on the assessed stage values decomposed into four ranges of average stage
st (s < 12), (12 <= s < 13), (13 <= s < 14), (s >= 14) ft. The su-
pervisor also computes a threshold comparison on accumulated values of
the assessed rainfall. A sliding accumulator stores assessed rainfall over a
three day moving window. If the sum of the accumulated rainfall exceeds
a threshold (0.01 ft) and the assessed stage is greater than 12 ft, then an
alternate set of control values are applied to the structures intended to in-
crease the outflow from WCA1. This algorithm is not patterned after an
actual water management policy for WCAT1, but serves to illustrate some of
the possibilities afforded with the combination of assessors and supervisors.

The model was run in two modes. In the first run the supervisor which
controls the WCAT1 outlet structures was switched off. In this mode the local
controllers for each WCAT1 outlet structure are regulating the flow according
to their operational criteria. In the second mode, the supervisor is activated,
and overrides the control function of the individual structure controllers as
described above. The control signals and resultant structure flows for one
of the S10 and G94 structures, and for the S39 are shown in figures 13 and
14 respectively.

The second model run was conducted with the WCA1 outflow supervisor
activated. Control signals and selected structure flows for this case are
shown in figures 15 and 16 respectively. Comparison of the unsupervised and
supervised control and flow graphs shows a significant behavioral difference,
where as expected, the supervisory control provides significantly increased
outflow.

A comparison of the modeled canal stage in the L40 canal segment with
and without supervision is depicted in figure 17. The lower portion of figure
17 plots the model input observed rainfall applied to cell 319, which was
used as one of the inputs to the assessed rainfall. The supervisory control
has lowered the L40 canal stage by approximately 18 inches. The model
output of water levels in the mesh cell 319 are presented in figure 18. The
effect of the supervisory control is clearly evident in the lower water levels
achieved with the coordinated outlet flows.

This simplistic demonstration is by no means comprehensive in terms of
utilizing the wide spectrum of tools and capabilities available in the RSM.
Rather, it serves to illustrate a simple coordinated structure control scenario
which makes use of assessors, filters, controllers and supervisors.
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Figure 13: WCAL1 outlet structure control signals without supervision.
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Figure 14: WCAL1 outlet structure flows without supervision.
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Figure 16: WCA1 outlet structure flows with supervision.
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Figure 18: Cell 319 aquifer stage comparison with and without supervision.
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4 Future work

To continue progress towards the comprehensive integration of management
features in conjunctive hydrological models, there are several areas of con-
tinuation relevant to the RSM that deserve attention. At the controller
level, there are plans to extend the controller library to include canonical
state estimation filters. In the linear domain with Gaussian statistics this
includes the addition of a Kalman filter, while for nonlinear transfer func-
tions and non-Gaussian statistics the extended Kalman filter and artificial
neural networks.

In the supervisory realm it would be useful to enact a form of arbitra-
tion between supervisors. For example, a basin might have one supervisor
defined to optimize public water supply deliveries based on synoptic rainfall
and aquifer levels, while a competing supervisor for the same basin might
be computing optimal solutions for a conservation area or estuarine water
quality. One way to address potential conflict resolutions is to extend the
control layer hierarchy to include another layer above the supervisors, a
managerial layer. This top level would have access to all raw and assessed
state information, as well any external constraints required to resolve the
conflict by selecting a 'winner’ supervisory algorithm at a particular time.
The available information processors (LP, fuzzy, finite state machine) could
all be extended for this function.

An alternative would be to implement an arbitration processor below
the supervisory layer. This processor would take the multiple supervisory
inputs, and based on external constraint information will compute which
supervisory functions will be applied. An advantage of this approach is that
it would be possible to synthesize a supervisory control signal from disparate
supervisors to produce an effective supervisory signal. This could be done
by an LP optimization, through the aggregation and inferencing of a fuzzy
processor, or with the use of a knowledge base and case-based or model-
based reasoning inference processor, or artificial intelligence processor.

Another useful extension would be the development of scenario man-
agement tools. These would provide the ability to comprehensively specify
alternative predefined supervisory or control schemes based on user defined,
or state variable information.
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5 Conclusion

This paper has explored the general features and capabilities of the Manage-
ment Simulation Engine component of the Regional Simulation Model. The
MSE has been designed based on principles of interoperability of control
algorithms, decoupling of hydrologic state and managerial process informa-
tion, and a multi-level control hierarchy. The combination of these features
results in a powerful, extensible methodology to express a wide variety of
anthropogenic water resource control policies.

This level of functionality is not typical of some of the leading hydraulic
routing, hydrological, and conjunctive aquifer-stream models in use today.
Most of these models provide a limited set of water resource management
expressions, such as the use of rulecurves based only on hydraulic or hy-
drological state variables. One notable exception to this is the MIKE SHE
suite of modeling tools. MIKE SHE implements a mature and expansive set
of management features, arguably the most comprehensive set available in
commercial conjunctive models. The RSM and MSE extend this function-
ality and provide a new set of tools and features not previously available. A
list of the essential features of the RSM and MSE which highlight this level
of functionality is presented below.

XML input:
Data driven, industry standard XML input specifications

Multilayer control hierarchy:
Local control algorithms for individual hydraulic structures, supervi-
sory control of multiple controllers for synoptic and coordinated struc-
ture operations

Integrated structure control algorithms:

Closed loop feedback PID control

Sigmoid activated closed loop feedback PID control
Piecewise linear transfer function

Fuzzy logic

Gl W=

User defined finite state machine

Integrated supervisory structure coordination algorithms/models:

1. Fuzzy logic
2. User defined finite state machine
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3. LP
4. Graph flow
5. Heuristic

Stream flow network abstraction:
Management objects are defined in terms of hydrological entities aggre-
gated into Water Control Units and their associated hydraulic struc-
tures, which are internally represented using graph theory. Necessary
aggregation and assessment of hydrological state variables is implicit.

Network dynamic data store:
Assessed hydrologic state variables, operational control parameters,
and other water resource management variables are dynamically stored
and updated in the stream flow network abstraction providing a central
data store for managerial algorithms.

Decoupled hydrologic state and management information:
Enables isolation of hydraulic control algorithms from hydraulic and
hydrological state algorithms.

Control process interoperability:
Decoupled state and process information with a uniformly designed
interface allows compatibility between various control algorithms.

Dynamic switching of control processors:
Multilayered control hierarchy with management process interoper-
ability allows dynamic switching of control algorithms based on hy-
drological state or management process variables.

Integrated state and information variable monitoring:
Input and output variables for both hydrologic state, and managerial
process variables are accessed with a uniform interface known as mon-
itors, allowing MSE objects to access any needed state information.

Suite of assessors:
Provides specialized quantification of hydrological state variables, free-
ing managerial algorithms from data preprocessing.

Generalized data filtering:
Common statistical and mathematical functions are implemented as a
series of piped filters, enabling simple, yet powerful and flexible mod-
ulation of state variables.
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6 Appendix A: Review of commonly used models

6.1 MODFLOW MODBRNCH

The modular finite-difference ground-water flow model (MODFLOW) [33,
34] is a three dimensional finite-difference groundwater model capable of
simulating steady and nonsteady flow in an irregularly shaped boundary
in which aquifer layers can be confined, unconfined, or a combination of
both. The ground-water flow equation is solved using the finite-difference
approximation wherein the flow region is subdivided into blocks in of uni-
form medium properties. The MODFLOW spatial domain is discretized
into variably spaced rectangular blocks which must constitute a grid of mu-
tually perpendicular lines. Currently, MODFLOW is the most widely used
program in the world for simulating ground-water flow [35].

Surface and groundwater interactions can be simulated by the coupled
BRANCH and USGS modular, three dimensional, finite- difference ground-
water flow (MODFLOW) models, referred to as MODBRNCH [37].

The Branch-Network Dynamic Flow Model BRANCH [38, 39] is used
to simulate steady or unsteady flow in a single open-channel reach (branch)
or throughout a system of branches (network) connected in a dendritic or
looped pattern. BRANCH uses a weighted four-point, implicit, finite- differ-
ence approximation of the unsteady-flow equations. The effects of hydraulic
control structures within the model domain are treated by a multi-parameter
rating method.

6.2 MIKE SHE

MIKE SHE is a modeling tool that can simulate the entire land phase of the
hydrologic cycle encapsulated in an integrated modeling environment that
allows components to be used independently and customized to local needs
[40].

MIKE SHE includes a traditional 2D or 3D finite-difference groundwater
model, which is very similar to MODFLOW. MIKE SHE’s overland-flow
component includes a 2D finite difference diffusive wave approach using the
same 2D mesh as the groundwater component. Overland flow interacts with
the river, the unsaturated zone, and saturated groundwater zone.

MIKE SHE’s river modeling component is the MIKE 11 modeling sys-
tem for river hydraulics. MIKE 11 is a dynamic, 1-D modeling tool for the
design, management and operation of river and channel systems. MIKE 11
supports any level of complexity and offers simulation engines that covers
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the entire range from simple Muskingum routing to the Higher Order Dy-
namic Wave formulation of the Saint-Venant equations. MIKE 11 is the
most widely used hydraulic modeling system in the world [41].

MIKE 11 provides for hydraulic analysis/design of structures including
bridges, as well as optimization of river and reservoir operations. A wide
range of structures can be represented with native computational meth-
ods and user defined functions. The structures are included in the MIKE
11 hydrodynamic module (HD), which provides computational formulations
applicable to flow over a variety of structures that include:

Broad-crested weirs
Culverts
Bridges

Pumps

Regulating structures
Control structures

Dam-break structures
User-defined structures

e Tabulated structures

Further, operational control strategies for a number of different stan-
dard structures are included in the structure operation (SO) module for the
following structures:

e Sluice gates
Overflow gates
Radial gates
Pumps

Reservoir releases

Control strategies for gate operations can be defined in the following
ways:

1. A direct determination of the gate operation by description of the
gate level as a function of time or as a function of hydraulic or species
concentration variables at specified locations inside the model area.

2. The gate is determined by PID operation. The set-point for this can
be chosen on the basis of hydraulic variables and concentrations within
the model area.
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3. An iterative determination of the gate level. With this approach iter-
ation is performed on the gate level until a requested set-point value
is obtained. This facility is ideal for flood control purposes.

The functional representation of the control strategy can be specified by
rating curves, a binary decision tree which selects alternative strategies, or
by user- defined functions developed in the Pascal programming language
and compiled into a dynamic load library (DLL).

6.3 EPA SWMM

The EPA Storm Water Management Model (SWMM) [42] is a dynamic
rainfall-runoff simulation model used for single event or long-term (contin-
uous) simulation of runoff quantity and quality from primarily urban areas.
The runoff component of SWMM operates on a collection of subcatchment
areas that receive precipitation and generate runoff and pollutant loads.
The routing portion of SWMM transports this runoff through a system of
pipes, channels, storage/treatment devices, pumps, and regulators. SWMM
also contains a flexible set of hydraulic modeling capabilities used to route
runoff and external inflows through the drainage system network of pipes,
channels, storage/treatment units and diversion structures. These include
the ability to apply user-defined dynamic control rules to simulate the op-
eration of pumps, flow dividers, orifice openings, and weir crest levels. The
SWMM model allows the user to specify control functions based on a user
specified set of rules, where the rules are decomposed into condition-action
components. The conditions evaluate to boolean expressions composed from
an if-and-or syntax. The correspondingly selected actions are specified in
terms of then-else constructs, with optional priority fields assigned to each
potential action.

6.4 HEC HMS-RAS-RESSIM

The Hydrologic Engineering Center (HEC) [43] Hydrologic Modeling System
(HMS) is designed to simulate the precipitation-runoff processes of dendritic
watershed systems. Several hydraulic structures can be modeled including
bridges, culverts, weirs or other hydraulic control structures. Hydraulic
structures are simulated by user specified discharge rating curves or rating
tables assigned to either channel or floodplain elements. Culvert flow can
occur between grid elements that are not contiguous. Reference elevations
for headwater depth and tailwater effects can be considered.
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A variety of hydrologic routing methods are included for simulating flow
in open channels. Routing with no attenuation can be modeled with the lag
method. The traditional Muskingum method is also included. The mod-
ified Puls method can be used to model a reach as a series of cascading,
level pools with a user-specified storage-outflow relationship. Channels with
trapezoidal, rectangular, triangular, or circular cross sections can be mod-
eled with the kinematic wave or Muskingum-Cunge method. Channels with
overbank areas can be modeled with the Muskingum-Cunge method and an
8-point cross section.

The HEC River Analysis System (HEC-RAS) is designed to perform
one-dimensional hydraulic calculations for a full network of natural and
constructed channels. The system can handle a full network of channels,
a dendritic system, or a single river reach. The steady flow component is
capable of modeling subcritical, supercritical, and mixed flow regimes water
surface profiles. The effects of various structures such as bridges, culverts,
weirs, pump stations, navigation dams, and culvert flap gates may be con-
sidered in the computations.

Special features of the steady flow component include:

e multiple plan analyses

e multiple profile computations

e multiple bridge and/or culvert opening analyses
e split flow optimization

The HEC-RAS modeling system is also capable of simulating one-dimensional
unsteady flow through a full network of open channels. The unsteady flow
equation solver was adapted from Dr., Robert L. Barkau’s UNET model
[44].

The HEC Reservoir System Simulation program, HEC-ResSim is dedigned
for reservoir operation modeling at one or more reservoirs for a variety of
operational goals and constraints. A network of rivers and streams, called
a stream alignment, is created in the watershed setup module, This stream
alignment is used as a back bone on which the reservoir network schematic
is developed. The network schematic elements include reservoirs, routing
reaches, diversions, and junctions. The reservoirs are complex elements that
are made up of the pool, the dam, and one or more outlets.

The criteria for reservoir release decisions is called an operation set which
is made up of a set of discrete zones and rules. The zones divide the pool by
elevation and contain a set of rules that describe the goals and constraints
that should be followed when the reservoir’s pool elevation is within the
zone.
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6.5 NWS FLDWAV

The U.S. National Weather Service Flood Wave (FLDWAYV) program [45] is
a generalized flood routing program capable of modeling single stream or a
an interconnected system of flow channels. A four-point finite-difference ap-
proximation of the one-dimensional St. Venant equations is the basis of the
formulation. Boundary conditions include dams, bridges, weirs and other
common flow controls. FLDWAV can model time-dependent gate controls,
and has the ability to read generic rating curves applied to control structures.
The model incorporates equations for spillway flows, bridge and embank-
ment effects, tidal flap gates, dams, tributary inflows, river sinuosity, and
tidal effects. The user may specify multiple routing techniques (dynamic-
implicit/ explicit, diffusion, level-pool) throughout the stream system.

6.6 FLO-2D

FLO-2D [46] is a dynamic flood routing model that simulates channel flow,
overland unconfined flow and street flow. It predicts the progression of a
flood hydrograph over a system of square grid elements while conserving
volume. The model uses the full dynamic wave momentum equation and a
central finite difference routing scheme to distribute the flow. The potential
flow surface topography is represented in a FLO-2D simulation by a square
grid format.

The model has number of components that enhance flood routing detail
including channel-floodplain discharge exchange, loss of storage due to build-
ings, flow obstructions, rill and gully flow, street flow, hydraulic structure
controls, levee and levee failure, mud and debris flow, sediment transport,
rainfall and infiltration. Hydraulic structures can represent bridges, cul-
verts, weirs or other control structures. Structures are simulated by user
specified discharge rating curves or rating tables assigned to either channel
or floodplain elements. Culvert flow can occur between grid elements that
are not contiguous. Reference elevations for headwater depth and tailwater
effects can be considered.

6.7 FEQ

The Full Equations model (FEQ) [47] simulates flow in a stream system by
solving the full, dynamic equations of motion for one-dimensional unsteady
flow in open channels and through control structures. FEQ stream systems
are subdivided into three broad classes of flow paths:
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1. stream reaches (branches)

2. stream segments for which complete information on flow and depth
are not required (dummy branches)

3. level-pool reservoirs

These components are connected by special features or hydraulic control
structures, such as junctions, bridges, culverts, dams, waterfalls, spillways,
weirs, side weirs, pumps, and others. The hydraulic characteristics of chan-
nel cross sections and special features are stored in function tables calculated
by the companion program FEQUTL. The FEQ model uses keyword and
format-specific input files.
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7 Appendix B: List of Acronyms

AMPL
ANN
API

DHI
EPA
FCL
FLDWAV
FLO-2D
FEQ
GLPK
GNU
GW
HEC
HSE
HMS

LP
MODFLOW
MODBRANCH
MIKE
MIP
MSE
NWS
ORM
RSM
RAS
RESSIM
SF
SFWMD
SFWMM
SHE

SW
SWMM
USGS
WCA
WCU
XML

A Modeling Language for Mathematical Programming

Artificial Neural Network

Application Programming Interface

Danish Hydraulic Institute Water & Environment
United States Environmental Protection Agency
Fuzzy Control Language

Flood Wave

FLO-2D Software

Full Equations model

GNU Linear Programming Kit

GNU’s not Unix

Ground Water

Hydrologic Engineering Center

Hydrologic Simulation Engine

Hydrologic Modeling System

Linear Programming

Modular finite-difference ground-water flow model
Coupled MODFLOW & BRANCH model
Anecdotally attributed to Michael B. Abbott [48]
Mixed Integer Programming

Management Simulation Engine

United States National Weather Service

Object Routing Model

Regional Simulation Model

River Analysis System

Reservoir System Simulation

Stream Flow

South Florida Water Management District
South Florida Water Management Model
Systeme Hydrologique Europeen

Surface Water

Storm Water Management Model

United States Geological Survey

Water Conservation Area

Water Control Unit

Extensible Markup Language

50



	List of Figures
	List of Tables
	Introduction
	Brief History of Regional Modeling in South Florida
	RSM Design Requirements and Building Blocks
	Special Features and Capabilities of RSM
	Refinement and Testing of RSM

	Hydrologic Simulation Engine Theory and Concepts
	HSE Concepts
	Theoretical Overview
	HSE Governing Equations
	Mass Balance Equation
	Momentum Equation

	Waterbodies Formulation
	Stage-Volume (SV) Relationships Describing Waterbodies
	Stage-Volume (SV) Relationship for Flat Ground
	Inverse (VS) Relationship for Flat Ground
	SV Relationship for a Canal Segment

	Watermovers Formulation
	Overland Flow Watermover
	Overland Flow Watermover for Mixed Flow

	Groundwater Flow Watermover
	Canal Flow Watermover
	Canal-Cell Watermover
	Structure Flow Watermover
	Head Independent Watermovers Representing Sources and Sinks

	Hydrologic Process Module (HPM) Formulation
	Simple HPM
	Complex HPM
	HPM Hubs

	Assembly of all Waterbodies
	Numerical Solution using the Weighted Implicit Method
	Average Water Velocity


	Management Simulation Engine Theory and Concepts
	MSE Concepts
	Information Gathering from HSE
	Decision Making: Supervisors, Assessors
	MSE Supervisors
	Assessors and Filters

	Imposition of Decisions on HSE: Controllers
	MSE Controllers


	Bibliography
	Regional Simulation Model Philosophy
	Notes on the use of models
	Scope of the RSM

	Governing Equations Using the Traditional Approach
	Partial differential equations governing overland flow
	Partial differential equations governing single layer 2-D groundwater flow
	Boundary conditions for 2-D flow
	Partial differential equations governing flow in canals

	Selected Publications for Further Reading
	Weighted implicit finite-volume model for overland flow
	Numerical errors in groundwater and overland flow models
	Case study: Model to simulate regional flow in South Florida
	Determination of aquifer parameters using generated water level disturbances
	Hydrologic process modules of the Regional Simulation Model: An overview
	Management simulation engine of the Regional Simulation Model: An overview


